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ABSTRACT 

Rampant cyber incidences in Kenya targeting banks call for mediations beyond existing 

cybersecurity principles. This quantitative study sought to collate multi-domain 

variables from previous works to develop a framework for measuring cyber-resilience 

in Kenyan banks known as the Cyber-resilience Framework for Banks (CRF4Banks). 

The framework consists of eight key cyber-resilience constructs and their constituent 

variables, identified from empirical research and literature. Cyber-resilience has not 

received the attention it requires in Kenyan banks. Often conflated and confused with 

cybersecurity, cyber-resilience has not received as much attention as cybersecurity 

principles. Many reports on financial institutions in Kenya focus mainly on 

organisational and financial stability, done as part of annual financial audit, and ignore 

the role played by cyber-resilience. Compounding this, are the fragmented and 

competing cybersecurity assessments from a multitude of cybersecurity providers that 

lack coherence. The financial sector in Kenya needs its own unified framework and 

common measurement indicators, built from best practices, and curated for cyber-

resilience. The research, through CRF4Banks, roots for an integrated approach towards 

measuring cyber-resilience. Three factors motivate this: first, because banks share a 

cyberspace with everyone else who are facing unlimited and borderless vulnerabilities, 

second, because these vulnerabilities have interlinked causative factors such as 

financial performance, organisation structure, ICT infrastructure, human; and lastly, 

because there is a public perception driven by media that banks in Kenya have been 

hiding cyber-attacks, fearing reputation damage. Kenyan banks were used as the target 

population. The research used descriptive research approaches augmented by 

quantitative techniques to measure the variables. The framework was first validated by 

cybersecurity subject-matter experts and then through a pilot study. A sample of forty 

out of the possible forty-four banks in Kenya was selected using simple random 

sampling. One cyber-security accountable respondent was provided by each bank to 

participate in an online and self-administered questionnaire, delivered to the 

respondents through Survey Monkey. Survey questions were close-ended Likert-scale 

types. Data was processed and analysed further using SPSS and Excel. The expected 

outcomes were, first, a comprehensive cyber-resilience framework instrument, second, 

a cyber-resilience status report of all banks. The expected outcome from the study was 

threefold: first, a comprehensive cyber-resilience instrument with localized variables 

for banks, second, a framework for measuring cyber-resilience, and lastly, a survey 

report showing cyber-resilience status of Kenyan banks. The cyber-resilience report 

seeks to confirm or disapprove the main null hypothesis that most Kenyan banks are 

not cyber-resilient. Finally, the tool was deployed in a survey and the outcome of the 

survey showed strong performances in all the eight constructs of cyber-resilience, 

contrary to adverse media reports. Besides providing a tool for assessing cyber-

resilience, the research helped to foster cyber-resilience principles among banks. It also 

provides new dimensions for banks, offering insights into areas that remain unexploited 

such as cyber-crime risk transfer. Besides, the research also identified some areas of 

improvement such as the use of advance technologies, development of cyber law 

frameworks and the need for training law enforces on digital forensics. 
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DEFINITION OF TERMS 

 

Business Continuity A set of organisation processes formulated to identify and endure 

critical business processes remain functional when disasters occur 

(Whitman & Mattord, 2014). 

Adaptive Capacity The degree to which a system can modify its circumstances to 

move to a less vulnerable condition or back to the original state 

before the vulnerability (Luers et al, 2003; Dalziell and McManus, 

2008). 

Computer Emergency 

Response Team 

 A Computer Emergency Response Team (CERT) is an expert 

group that handles computer security incidents. Many countries 

have formulated local CERT teams, which have adopted the 

initials CSIRT (Computer Emergency Readiness Team and 

Computer Security Incident Response Team). 

Cybersecurity The protection of computer systems from theft or damage to their 

hardware, software or electronic data, as well as from disruption 

or misdirection of the services they provide. 

Cybercrime 

 

An act committed on the cyberspace, on or using computer, and in 

which such an act is explicitly defined as a crime within the context 

of the law jurisdiction. The computer is the object of the crime or 

is used as the tool for committing the crime (Technopedia.com). 

Cyber-resilience The ability of an organization to continue its existence or to 

remain more or less stable in the face of shock or deprivation of 

resources or from a physical threat 

Cyberspace The virtual reality or notional environment in which electronic 

communication (mostly Internet-based) occurs (Oxford English 

Dictionary, 2009 Edition). 
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Disaster Recovery  Part of a wider plan consisting of processes aimed at preparing an 

organisation to recover from disaster if and when it happens 

(Whitman & Mattord, 2014). 

Penetration Testing A process in which personnel perform an authorized/controlled 

simulated cyber-attack with the aim of evaluating existence of 

vulnerabilities (Whitman & Mattord, 2014). 

Vulnerability Within the context of cyberspace, a vulnerability is a weakness in 

a system that allows a threat to compromise its security (Harris & 

Maymí, 2016, p.6). 
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ABBREVIATIONS/ACRONYMS 

 

ANOVA Analysis of variance 

ANU Africa Nazarene University 

BC Business Continuity 

BR Business Resilience 

CBK Central Bank of Kenya 

CERT Computer Emergency Response Team of Carnegie Mellon 

University. 

CERT-RMM CERT Resilience Management Model  

CIO Chief Information Officer 

CISO Chief Information Security Officer 

COBIT Control Objectives for Information and Related Technologies 

CRF4Banks Cyber-Resilience Framework for Banks. 

CRO Chief Risk Officer 

CSIRT Computer Security Incident Response Team 

DHS Department of Homeland Security. 

DTMB Deposit-Taking Microfinance Bank 

IBM International Business Machines 

ICT Information and Communication Technology 

ISO International Standards Organisation 

ISO/IEC International Standards Organisation /International Electrotechnical 

Commission 

IT Information Technology 

ITU International Telecommunication Union. 

KE-CIRT/CC Kenya Computer Incident Response Team Coordination Centre 

KES Kenya Shilling 

KICA  Kenya Information Communication Act 

NACOSTI National Commission for Science, Technology and Innovation. 

NIST National Institute of Standards and Technology 
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SACCO Savings and Credit Cooperative Orgnisation.  

  SANS SysAdmin, Audit, Network and Security 

SASRA SACCO Societies Regulatory Authority 

SD Standard Deviation 

SME Subject-Matter Expert 

SPSS Statistical Package for Social Scientists. 

URL Universal Resource Locator 
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CHAPTER ONE - INTRODUCTION 

1.1 Introduction 

This chapter describes and sets the context for the research project. It provides 

background to the research topic, defines the problem statement, purpose and objectives 

motivating the research, and also sets the research questions and hypothesis. It delves 

into detail to describe the various existing cyber-resilience frameworks, reviews and 

amalgamates features of key frameworks and standards into a conceptual framework. 

Anchoring on Ponemon Institute’s Cyber-resilience framework, the section collates 

features from other standard frameworks and research literature on cyber-resilience. 

The outcome is a hybrid framework, hypothesized and conceptualised in section 1.16. 

This new framework is elaborated further in Chapter two. 

1.2 Background of the Study 

The term “resilience” (Latin word for resilio meaning “jump back”) has been 

used widely in general applications and discourses. Comfort, Boin and Demchak (2010) 

define resilience in general context as the ability of an organization to continue its 

existence or to remain more or less stable in the face of shock or deprivation of 

resources or from a physical threat. When conflated with cyberspace, resilience 

transforms into cyber-resilience. 

Rampant cyber security incidents have necessitated research into and discourses 

on cyber-resilience (Obura, 2017). Many corporate organisations and governments 

have realized that despite huge investments in cybersecurity defenses, cybercrime 

incidents are still increasing in frequency and in sophistication. Nowhere has this 

concern reached a critical level as it in Kenya, specifically among banks. If recent high 

profile cyber incidences in which banks lost thousands of US dollars (BBC, 2016; 

Ombati, 2017; Olingo, 2018; Sunday, 2019; Muthoni, Karanja & Sunday, 2019) are 

anything to go by, banks need to place cyber-resilience as a top priority. Kenya lost over 

US$ 22.56 million (approximately KES 2.3 billion) to cyber-crime in 2013 (Otieno, 2014), 

with this growing by 40% in 2015 (Symantec, 2016) vectored mainly by malware. This 

translated to a loss of KES 17.1 billion (Cisco, 2017). In 2016, the Kenya Revenue 

Authority alone had a loss of KES 4 billion (approximately US$ 39 million) from 

hackers (Kakah, 2016). This grew further by 22% in 2017 (Serianu, 2017). Serianu 
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(2017) avers that 72% of the institutions affected by cybercrime did not report to the 

authorities.  

These losses and incidences came in at a time when heightened multi-sectoral 

stakeholder action was being instigated. The Communications Authority of Kenya has 

pushed through legislations for Cyber-crime including: KICA Act, 1998 and Kenya 

Information and Communications (Cyber security) Regulations, 2016 and the recent 

Computer Misuse and Cybercrimes Act 5 of 2018 (suspended by court in 2019); CBK 

has also enforced cyber-security and incident monitoring vide a regulatory note (CBK, 

2017). Outside Kenya, the Asia Bankers Association declared that cyber-resilience is 

the future of cybersecurity (Asia Bankers Association, 2019). The European Union 

(EU) also, recognizing the essence of cyber-resilience as a pillar for economic 

development, stable societies and secure defences launched the Cyber Resilience for 

Development (Cyber4Dev) encompassing four countries in Asia and Africa (EU, 2017, 

2019). Other governments have also been at the forefront of formulating policies and 

partnerships to secure the cyberspace (HM Government, 2016 & Crown, 2009). 

International Telecommunications Union (ITU) has been actively pushing governments 

to form National Computer Incident Response Team Coordination Centre or National 

CIRT/CC (ITU, 2017) to provide local cyber-incident response units. The National 

Kenya Computer Incident Response Team Coordination Centre (National KE-

CIRT/CC) was formed in 2015 as a result of this initiative.  

All these interventions need to be consolidated into the broader realm of cyber-

resilience and localised. In Kenyan banks, cyber-resilience discussions are in infancy 

stages, while adoption is mainly driven by the regulatory arm of CBK. Banks need to 

transform beyond traditional cybersecurity approaches, most which presupposes cyber-

defenses from a known-risk perspective. IBM (2011) highlights this transformation, 

contending that in the mid-1990s, disaster recovery (DR) was the most popular IT 

resilience practice but it gave way to business continuity (BC); BC recently transformed 

to business resilience (BR) comprising of such elements as availability, recovery, 

security and compliance techniques. Thus, many organisations now content that no 

amount of cyber-security will prevent cyber-attacks. That inevitability of cyber 

incidents is pushing organisations to focus on how to reduce their impact while 

remaining in operation. This is the essence of deepening cyber-resilience. 
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This paper, therefore, purposes to incorporate the foregoing strategies within the 

context of best practices, empirical researches, standards and frameworks, such 

International Standards Organisation (ISO), National Institute of Standards and 

Technology (NIST), Control Objectives for Information and Related Technologies 

(COBIT), and Computer Emergency Response Team-Resilience Management Model 

(CERT-RMM) to formulate a framework code-named Cyber-resilience Framework for 

Banks (CRF4Banks) specifically suited for measuring cyber-resilience of banks in 

Kenya. Such a framework, according to Cooper and Schindler (2014), will help banks 

to characterise the multitude of cyber-resilience indicators into a system or 

methodology. Finally, using the framework’s instrument, conduct a survey of cyber-

resilience of Kenyan banks – and provide the cyber-resilience status of the banks in 

Kenya. 

1.3 Research problem 

In Kenya, there is no standard methodology or framework for measuring cyber-

resilience of banks. Traditionally, banks follow prudential guidelines and best practice 

in their operations; cyber-resilience never features as a reporting line in the financial 

reports. According to the CBK (2017a), banks in Kenya were “resilient during a perfect 

storm” having weathered political turbulence in 2017 to post above-average capital 

adequacy of 18.8% and liquidity ratio of 43.7%, the two main benchmarks that it used 

for measuring resilience of banks in Kenya. This clearly indicates that the CBK did not 

place cyber-resilience at the core of its reporting. A separate guidance note on cyber-

security reporting  was formulated in 2017 (CBK, 2017b) that defines certain 

cybersecurity principles and reporting. Comprehensive cyber-resilience reporting is an 

essential ingredient for deepening cyber-resilience principles. This research therefore, 

purposes to develop a framework for measuring cyber-resilience of Kenyan banks. This 

is hoped to deepen cyber-resilience best practice. 

Secondly, although much research exists in cybersecurity assessments, what the 

Kenyan environment lacks is a unified approach to measuring cyber-resilience. 

Existing methods of measuring cyber-resilience have been fragmented and punctuated 

with competing interests. Most cyber reports are produced by international cyber-

security firms. These reports lack the local depth and breadth. Confirming this assertion, 

Kott and Linkov (2019, p.10) allude to the current lack of universally adopted resilience 
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metrics and the inability to formalize value systems for the existing methods, as major 

drawbacks of wide adoption of metric-based methodologies. There are different 

organisations already providing annual cyber-security status reports, each with varying 

measurement variables. This research therefore, purposes to solve the following 

problems: 

a) Lack of a localised standard framework for measuring cyber-resiliency of 

banks in Kenya is a hindrance to understanding banks’ level of resilience.  

b) The fragmented cyber-resilient strategies, measurement indicators and 

reporting by banks calls for harmonization into a unified framework for 

assessing cyber-resilience of Kenyan banks. 

c) Banks have concentrated of cyber-security. There is need to embrace cyber-

resilience. This is currently lacking because cyber-resilience is still a 

developing domain and assessment methods have not stabilized into 

concrete frameworks.   

 

1.4 Purpose of the Research Study 

The purpose of this research is threefold. First, to develop a localized framework 

for assessing cyber-resilience in Kenyan banks. Second, to validate and assess the 

framework through a survey that will assess cyber-resilience strength of the banks. 

1.5 Objectives of the Study 

1.5.1 Main Objective 

The main objective is to collate best-practise measurement indicators and develop a 

localized framework for measuring cyber-resilience in Kenyan banks, and then use the 

framework to assess the cyber-resilience strength of the banks. 

1.5.2 Specific Objectives 

The following specific objectives were formulated to achieve the aforementioned 

main objective: 

i) To identify relevant measurement variables, indicators and strategies necessary 

for enhanced cyber-resilience of Kenyan banks. 

ii) To development a framework for measuring cyber-resilience in Kenyan Banks.  
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iii) To assess the framework developed by measuring cyber-resilience posture of 

banks in Kenya.   

 

1.6 Research Questions 

This research seeks to answer the following questions: 

RQ1: Are banks in Kenya cyber-resilient? 

RQ2: What variables are necessary for assessing cyber-resilience of Kenyan banks? 

RQ3: What are the indicators for measuring cyber-resilience of Kenyan banks?  

1.7 Hypothesis of the Study 

A hypothesis is a proposition (or set of it) defined to explain occurrence of a 

specified phenomenon, either inserted as a provisional conjecture either to guide a 

research or be accepted as plausible in light of derived facts (Kothari, 2004, p184). Thus, 

it measures the relationship between variables being studied and their prevalence in the 

phenomenon. This research has used null hypothesis. The following hypotheses have 

been floated and broadly identified for carrying out the study. 

Null Hypotheses 

𝑯𝟎𝟏: Majority of banks in Kenya are not cyber-resilient 

𝑯𝟎𝟐: Agility factors do not have an effect on cyber-resilience enhancement perceptions 

in banks. 

𝑯𝟎𝟑 : Preparedness factors do not have an effect on cyber-resilience enhancement 

perceptions in banks. 

𝑯𝟎𝟒 : Strong security posture has no bearing on cyber-resilience enhancement 

perceptions in banks. 

𝑯𝟎𝟓: Redundancy planning has no effect on cyber-resilience enhancement perceptions 

in banks. 

𝑯𝟎𝟔: Knowledgeable and expert staff have no effect on cyber-resilience enhancement 

perceptions in banks. 
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𝑯𝟎𝟕: Ample resources do not have effect on cyber-resilience enhancement perceptions 

in banks. 

𝑯𝟎𝟖: Governance, leadership and compliance factors have no effect on cyber-resilience 

enhancement perceptions in banks. 

𝑯𝟎𝟗: Classification and risk profiling of assets have no bearing on cyber-resilience 

enhancement perceptions in banks. 

 

1.8   Significance of the Research Study 

The rapid digitisation of the Kenyan economy has brought with it many 

challenges, when looked at from the perspective of the cutting-edge financial 

technologies such as M-pesa. Gagliardone and Sambuli (2015) laments that this rapid 

digitisation and the dependency it propagates on the economy calls for measures to 

protect the digital economy against disruptive cyber threats. With the inevitability of 

cyber-attacks, banks need to look beyond the traditionally focus on cybersecurity 

without according due attention to broader resilience when conducting business in 

cyberspace. The research will contribute to the adoption of a localized cyber-resilience 

measurement framework for banks. The proposed research will also contribute to 

scholarly knowledge in cybersecurity best-practice. Additionally, from a cyber-

resilience standpoint, the results of the research survey will provide a confidence rating 

of banks on their cybersecurity posture.  The result of the study will not only stir action 

but also propagate cyber-resilience best practice beyond the financial sector of Kenya 

and the region. This is because organisations share a common cyberspace ecosystem. 

That means that successful cyber-resilience strategies will find their way to other 

institutions including government.  

1.8.1 Why is cyber-resilience important for banks? 

Folke (2006, p.259) sums up the great benefit of being resilience: Not only does 

it breed persistence and robustness in the face of a disruption, it also brings 

opportunities that disruptions open up in terms of recombination of evolved 

infrastructures and processes, renewal of the system and the emergence of new 

trajectories. 
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The global cyberspace monoculture has created a potent attack targets that can be 

exploited by criminals, what with the rapid digitisation of every aspect of human life. 

Cyber attacks are therefore lurking and attacks are inevitable no matter how much in-

depth cyber security principles are implemented. What will matter is how fast a bank 

can recover from such vulnerabilities. This is the principle behind cyber-resilience. 

1.9   Scope of the Study 

Due to the ever changing vulnerability landscape in the cyberspace, the research 

was restricted to a period of one month between February and April, 2019. This is to 

ensure that all the references to the outcome are referenced to a point time. The validity 

of the outcome of the research and its instrument will however remain applicable for as 

long as the technological strategies in it have not become obsolete.       

1.10 Delimitation of the Study 

The research focused on banks and mortgage institutions in Kenya excluding 

Cooperative Societies and Microfinance institutions. The Kenya Bankers Association 

lists 47 operational banks in Kenya as members (Kenya Bankers Association, 2019). 

The membership is a mix of commercial banks, mortgage bank and Deposit-Taking 

Microfinance Banks (DTMB) – all under the ambit of the CBK.  

Respondents from the participating institutions were also restricted to subject-

matter experts (SMEs) at the level of managers in charge of ICT and/or cybersecurity, 

and who report to the top-most executive. The study did not include other staff in the 

bank such as Operations, Finance, Executives and subordinate staff. The success of the 

research and the integrity of the data collected depended largely on the knowledge and 

expertise of the respondents in the domain of cybersecurity. 

 

1.11 Limitations of the Study 

The dynamics of cyber-resilience in an organization, like resilience in general is 

multifold and traverses different aspects in an organization viz: human, organizational, 

financial, environmental, legal and so on (Comfort, et al., 2010). The dynamics of a 

framework for measuring cyber-resilience delves into technological factors which 
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become obsolete very fast. Therefore, there is possibility that some of the cyber-

resilience measurement methods may not be applicable soon. 

Kott and Linkov (2019, p.10) also adds that cyber-resilience consists of a big list 

of evaluation metrics. Designing these into an acceptable instrument is one thing but 

utilizing the measures is another challenge owing to their data-intensive requirements.  

Furthermore, there is possibility of non-response bias, caused by a difficulty of 

reaching targeted respondents. Also, due to fear of data leakage and reputation damage, 

some bank respondents were conservative in participating. A high rate of no-response 

can skew the research results. 

Finally, the integrity of the results can be influenced by other pressures such as 

media reports, legal restrictions and fear of data leakage.  

 

1.12 Assumptions 

This research was designed and implemented based on the following assumptions: 

1. That the outcome of the research would depend on the truthfulness and 

honesty of the respondents. 

2.  That there would a high response rate from participating banks to lend 

credence to the high credibility that the research seeks. 

1.12.1 Concepts of Key Cyber-resilience domain 

Resilience vs Cyber-resilience 

Cyber-resilience conflates general resilience with cyberspace to contextualize it 

with cyberspace. According to Linkov and Kott (2019), cyber-resilience is the ability 

of a system to prepare, absorb, recover, and adapt to adverse effects, especially those 

associated with cyberattacks. Achieving resilience or cyber-resilience is viewed in 

relation to vulnerability and adaptive capacity (Comfort, et al., 2010). From the diagram 

below (Figure 1-1), making a system less vulnerable and increasing its adaptive 

capacity increases its resilience. In this case, the system’s adaptive capacity are tilting 

the equilibrium upward to counter the downward pressures being exerted by 

vulnerabilities. In so doing, resilience is maintained or improved. 
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Figure 1-1: Relationship between Resilience, Vulnerability and Adaptive capacity 

(SOURCE: Comfort, et al., 2010, p.23) 

1.13 Theoretical Framework 

Cyber-resilience is a relatively new area, unlike general resilience, and it is still 

growing. Modelling or constructing cyber-resilience strategies have been known to take 

the approach of game theory.  This is because the attack surface is very wide and the 

strategies are non-probabilistic. For every adversarial action, a countering defense 

strategy needs to be defined. Such strategies, like a hide-and-seek game, follow what 

Attiah, Chatterjee and Zou (2018) describe as Mixed Strategy Nash Equilibrium 

(MSNE), where each player in the game always has the incentive to deviate to another 

(randomize) strategy in order to wad the other off. Clearly, defenses implementing 

cyber-resilience must not utilise static analytical strategies. They must be as adaptive 

as the threats can be. By using the predictive power of game theory, combined with 

cyber deception, cyber agility, it is possible to form a robust cyber-resilience framework 

for proactive cyber defense. The ultimate goal of the proactive defense mechanisms is 

to ensure that system performance recovers from the shock caused by the cyber 

incidents. According to NIST, a cyber-resilient system ought to be built on five tenets 

of Plan, Prepare, Absorb, Recover and Adapt. 

Figure 1-2 illustrates this concept in an example of a cyber-resilient organisation 

that has implemented proactive defense mechanisms that help plan, prepare, absorb, 

recover and adapt to threats. 
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Fig 1-2: Resilience of system functions over time (SOURCE: Linkov & Kott, 2019, 

p.6) 

 

Figure 1-3 plots a well-performing system suddenly hit by a cyber-attack 

degradation at time 𝑇𝐷, and the eventual self-recovery commencing at time 𝑇𝑅. 

 
Fig 1-3: Notional resilience profile:system’s critical functionality over time (SOURCE: 

Linkov & Kott, 2019, p.32) 

 

The idea of modeling frameworks to address cyber-safety and cyber-resilience 

has been documented previously by Salim and Madnick (2016) and Antonucci (2017). 

Kott and Linkov (2019) also present two approaches that are popular in cyber-resilience 

literature. These are metric-based and model-based approaches. On the other hand, 
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NIST model contains twenty-one categories (Figure. 1.2c) for measuring cybersecurity, 

spread into five broad functions. These are governance of cybersecurity risk, control of 

access to assets and systems, awareness and training, detection and monitoring, and 

responsive actions. Shapiro and Keys (2019, p.71) cover these categories in a 

representation of functional areas with the main theme focusing on utilisation of 

organisation’s business processes in order to guide its cybersecurity activities and 

internalisation of cybersecurity within the organisation’s risk management processes. 

This framework was developed by Rutgers University for the Centre on Local 

Government Research Framework (Shapiro & Keys, 2019). 

Caralli, et al. (2016) have also detailed a holistic CERT Resilience Management 

Model (CERT-RMM) covering a variety of resilience metrics. The twenty-seven metric 

categories overlap in many ways with NIST’s twenty-one categories (Figure 1-5). 

One of the key frameworks adopted by this research is that developed by 

Ponemon Institute for cyber-resilient organisation. Ponemon’s cyber-resilience 

framework has been used in several surveys (Ponemon, 2019; Ponemon, 2018; 

Ponemon, 2017; Ponemon 2015). It bases its instrument on seven key factors for 

measuring cyber-resilience, namely: agility, strong security posture, knowledgeable 

and expert staff, leadership, planned redundancies, ample resources and preparedness 

(See Fig 1-4). The framework mirrors in many ways to NIST’s framework, but misses 

certain key elements. It also borrows many principles from CERT-RMM. Apart from 

NIST, CERT-RMM and Ponemon, other frameworks whose idea have been borrowed 

to provide a local appeal include Serianu (2015), and regulatory policies from CBK 

(2017b).  
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Fig 1-4: Illustration of Seven-point cyber-resilience framework by Ponemon (Ponemon, 

2015). 

 

The challenge is to frame cyber-resilience as a characteristic of comprehensive 

cyber-security properties with cross-domain applications (Linkov & Kott, 2019). 

Figure 1-5 provides a schematic summary, of the frameworks, models and existing 

research frameworks that have been used to formulate this research framework. The 

diagram depicts the convergence of properties of existing frameworks and models into 

a new cyber-resilience framework.  

The new framework modifies the seven-point Ponemon Institute framework into 

an 8-category framework, summarised in table 1-1 below: 
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Table 1-1: Comparison of old and new factors for measuring cyber-resilience 

 Current PONEMON 

framework 

Changes New framework 

1 Agility Retained Agility 

2 Security Posture Retained Security Posture 

3 Knowledgeable or expert staff Retained Knowledgeable or expert staff 

4 Leadership Amended Leadership, +Governance and 

+Compliance 

5 Planned redundancies Retained Planned redundancies 

6 Ample resources Retained Ample resources 

7 Preparedness Retained Preparedness 

8  New + Asset classification and risk 

profiling 

 

Table 1-1 summarises the main building blocks of the Ponemon Institute 

framework and the new framework. As shown on the table, most of what existed in the 

Ponemon Institute instrument has been incorporated  into the new instrument. The new 

elements added have been sourced from other multiple frameworks such as NIST, CBK, 

Serianu and CERT-RMM. Figure 1-5 shows the complete list of the sources of the 

constructs used in building the new cyber-resilience framework. 

 



 

  

Figure 1-5: Schematic diagram of adopted frameworks 
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1.14 Conceptual Framework 

Based on cyber-resilience literature and theoretical review, and taking into 

consideration the research problem and objectives, a working conceptual framework 

was developed. The research has used the refined eight key constructs as key pillars for 

characterizing bank’s cyber-resilience. These eight constructs were transformed into 

eight independent variables for measuring cyber-resilience strength. Hence, this paper 

proposes that the relationship between cyber-resilience strength and the independent 

variables can be studied empirically for the following dimensions: preparedness, agility, 

ample resources, planned redundancies, security posture, knowledgeable/skilled staff, 

asset classification and risk profiling, and, governance, leadership and compliance. The 

eight constructs form the independent variables that are believed to have a cause-effect 

on the strength of cyber-resilience, the dependent variable. 

Each of the constructs consists of a set of metric variables relevant to the business 

case and operating environment for Kenyan banks. The metric variables form part of 

the survey instrument whose purpose is to measure the cyber-resilience of each 

participating bank. The clustering of these metric variables is shown in Appendix C. 

 

15 



      16 

 

1.14.1 Conceptual Framework Diagram 

  

Figure 1-5: Conceptual Framework Diagram   

 

The Conceptual framework diagram (figure 1-5) visualizes the framework 

defined earlier in section 1.1.4. It shows the eight variable constructs framed here as the 

independent variables and on whose basis cyber-resilience will be measured. The 

conceptual framework has modelled enhanced cyber-resilience as an object (dependent 

variable) dependent on several constructs (independent variables). Hence, an 

improvement or deterioration in the independent variables (constructs) should have an 

effect on cyber-resilience. The level of impact each has on cyber-resilience will be 

measured via statistical methods.  Moderating the dependent and independent variables 

are: vulnerabilities and risks, existing legal framework, staff awareness and technical 

training.  The constructs are elaborated further in section 2.4.2.  
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1.14.2 Conceptual Framework and hypotheses 

In the diagram below (figure 1-6), the constructs have been transformed into eight 

hypotheses to help determine the level of cause-effects each has on cyber-resilience. 

 

Figure 1-6: Relationship between Conceptual Framework Diagram and Hypotheses 
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.

CHAPTER TWO – LITERATURE REVIEW 

 

2.1 Introduction 

This chapter provides the breadth and depth of the theoretical and empirical 

arguments and counter-arguments aimed at either supporting the formulated hypothesis 

or discovering new ones. The chapter draws from different streams of cybersecurity 

and resilience literature (and also from non-ICT literature) and frameworks with a view 

to forming relevant building blocks for modeling a localized framework for measuring 

cyber-resilience in Kenya. Also in this chapter, we delve into details on variables 

necessary for designing the proposed cyber-resilience framework. The ultimate goal is 

to frame cyber-resilience as a characteristic of these variables, and to provide a 

universal foundation for measuring cyber resilience (Linkov & Kott, 2019). 

2.2 Theoretical Review of Literature 

Although multiple metrics for quantifying various aspects of cyber 

resilience,have been published in some standards and literature, there is still no much 

unanimity and universality on which metrics suit specific situations, and it is posing a 

theoretical huddle (Antonucci, 2017, p.186). Some of the sources concentrate mainly 

on defining and operationalizing in depth cybersecurity. Sommestad, (2012) also 

suggest that although some of the publications describe the framework of how an 

organisation should develop and maintain a cyber-resilience assessment program, they 

do not define the actual measurements. Serianu (2015) suggests that Kenya needs to 

develop her own core cybersecurity and cyber-resilience philosophies, unique to the 

Kenyan ecosystem, instead of borrowing heavily from international best practices. 

The new framework CRF4Banks anchors on Ponemon Institute’s cyber-

resilience framework. Not only does this association ensures reliability, it also ensures 

CRF4Banks benefits from multiple sources of tried and tested metrics.  
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2.3 Empirical Review of Literature 

For a long time, organisations have focused mostly on cyber-defensive 

mechanisms in order to resist cyber-attacks. That gave birth to the commonly known 

practice of defence-in-depth. Resistance to cyber-attacks is undoubtedly a good strategy. 

However, when the laws of diminishing returns is applied, this strategy reaches an 

ineffective saturation point. It must be noted that resistance strategies employ 

mitigations that are mostly specific to a particular set of threats at point in time (Phil, 

2016). Hence, any shift in attackers’ strategies can easily bypass existing defences - and 

leave the organisation exposed to immeasurable downtimes and losses. Worse still, 

many organisation are not able to face up to the ferocity of nation-state attackers or 

state-sponsored cybercriminals. As such, cyber-resilience is the answer. 

According to Department of Homeland Security (DHS), cyber-resilience helps to 

define the working space to help manouvre preparedness, agility and adaptability of an 

organisation to withstand the eventual occurrence of such disruptive threats or incidents. 

Effectively, cyber-resilience merges cybersecurity, the organisation, the organisation’s 

systems and best practices. Hence, DHS strongly advocates for clear distinction 

between cyber security and cyber-resilience in order for each to get the attention it 

deserves. 

Cyber-resilience has been a long way coming. It only got attention in the 

cyberspace domain as an offshoot of resilient business continuity programs (IBM, 

2011). Then disaster recovery (DR) came in the mid-1990s paving way for business 

continuity (BC) and business resilience (BR). Conflating BC, BR with traditional 

techniques such as availability, recovery, security, resilience, and compliance, it has 

given rise to a strong infrastructure that drives a true business resilience programme 

(IBM, 2011). Thus, today, cyber-resilience has become a key element of a resilient 

business continuity programme.   

When is an organization like a bank considered cyber-resilient? Antonucci (2017, 

p.186) reckons that there is no consensus on the criteria for determining a cyber-

resilient organisation. North, Pascoe and Westgarth (2016) declare that cyber-security 

and resilience are all about governance and culture requiring everyone in the 

organization to participate – from employees and customers to the board of directors. 

North, et al. (2016) and Dhingra, et al. (2018) cite a seven-point strategy necessary to 

maintain true digital resilience in banks. First, by incorporating cybersecurity in 
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management and governance processes, which internalises cyber-resilience measures 

into business operational processes.  Antonucci (2017, p.68) adds that any measures 

must be developed in the context of a cyber-security strategy that tightly connects with 

an organisation’s overall business strategy. Second, by classifying and prioritizing 

information assets and their related risks. Further, strengthening cybersecurity 

protection for the key assets in the bank is also essential. Engaging the organisation’s 

workers with cybersecurity awareness campaigns, incorporating security features into 

every IT system project are also important strategies recommended by Dhingra, et al. 

(2018). However, to eliminate complacency, Dhingra, et al. (2018), recommend 

deploying active defenses that regularly undergo assessment through simulations 

attacks, “war games” and penetration tests thereby increasing situation awareness and 

digital resilience. 

Linkov and Kott (2019) posit that traditional cyber-risk assessment methods have 

focused on computations of threats, vulnerabilities and consequences for hazards, but 

with the advent of cyber-threats, these have proved limiting and unable to address 

threats and vulnerabilities that have become part of modern digitisation. Linkov and 

Kott (2019) add that for every equivalent growth in complexity of the interconnected 

systems, threats have also been innovating and evolving more rapidly than the 

approaches used to manage them. This call for innovative approaches beyond the 

traditional cyber security.  

From a theoretical standpoint, the idea of modeling frameworks to address cyber-

safety and cyber-resilience has been documented previously (Salim & Madnick, 2016; 

Antonucci, 2017). Kott and Linkov (2019) present two approaches that are popular in 

cyber-resilience literature. These are metric-based and model-based approaches. In fact, 

Caralli, et al. (2016) have detailed a holistic CERT Resilience Management Model 

(CERT-RMM) covering numerous resilience metrics. 

 

2.3.1 Existing approaches to assessing Cyber-resilience  

a) Ponemon Institute Research on Cyber Resilient Organisation 

Ponemon Institute has used its cyber-resilience instruments to conduct 

assessments in several organisations in United States, United Kingdom, France, 

Australia, Germany, Brazil and United Arab Emirates (2015; 2018, 2019). The 
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instrument is constructed upon seven factors termed as “The seven factors considered 

important in achieving a high level of cyber resilience”. These are preparedness, agility, 

strong security posture, knowledgeable or expert staff, leadership, preparedness, 

planned redundancies, and ample resources (Ponemon, 2018). These seven factors have 

been adopted into the new localized framework, CRF4Banks, with additions to form 

key variables. 

b) Serianu Cyber Security Framework 

Serianu Ltd. is a Kenyan-based IT services company that specializes in 

information (cyber) security services in Africa. Serianu regularly publishes researches 

on cybersecurity in Africa, chiefly “Cyber Security Report” for Africa, Kenya, Nigeria, 

Tanzania, Uganda and for SACCOs in Kenya (Serianu, 2015). 

Serianu cyber security research studies are based on their own baseline controls, 

collectively known as the Serianu Cyber Security Framework (Serianu, 2015). Though 

built for regional suitability, the framework has incorporated best practices from 

COBIT, ISO 27001, SANS 20 Controls, and NIST. The Serianu Cyber Security 

Framework consolidates controls into four categories, namely: Cyber security 

programme governance and strategy, vulnerability and threat management, user 

provision and access management, and continuous monitoring and incident response 

(Serianu, 2015). As a result, this research benefits from both worlds of a localized 

framework incorporating international standards. 

 

c) Central Bank of Kenya Guidance Note on Cyber security (2017) 

 The regulator of Kenyan banks, CBK, published guidelines for ensuring effective 

cybersecurity governance and risk management. The guidelines are divided into five 

domains viz. Governance, Training and awareness, Incident reporting, Risk 

management and assessment, and Outsourcing (CBK, 2017b).  

d) NIST- Framework for Improving Critical Infrastructure Cybersecurity v1.1 

Even though NIST describes this as not a one-size-fit-all framework, this 

framework was developed by NIST as a flexible way to address cybersecurity and its 

effect on entities using or not using IT - industrial control systems, or ordinary 

organisations (NIST, 2018).  It groups the constructs into broader categories of Identify, 
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Protect, Detect, Respond and Recover. Each of these is broken down into twenty-one 

sub-categories, some of which (governance, compliance and risk management) have 

been coopted into the new framework of variables.  

This research builds on these prior works and defines a framework consisting of 

an instrument for assessing cyber-resilience of Kenyan banks. 

2.3.2 Constructs for measuring cyber-resilience.  

The eight constructs for measuring cyber-resilience will form the anchor criteria 

for the instrument’s independent variables with amendments. Besides the seven 

dimensions used by Ponemon (2018), an additional dimension for asset classification 

and risk management, has been added from the CERT-RMM  and NIST frameworks. 

To ensure that “governance and leadership” is more elaborated, compliance from 

CERT-RMM has also been appended. Altogether, there are eight parametric constructs 

in this instrument for measuring cyber-resilience in Kenyan banks. These are shown in 

Table 2-1 below. The questions in the research instrument have been modelled around 

these constructs. 

2.4 Selection of metrics for measuring Cyber-resilience in Banks. 

Building metrics for cyber-resilience for a general organisation can be daunting 

(Dalziell & McManus, 2008). This research narrowed it study to a more structured and 

regulated sector as that of banks. Similarly, due to uniqueness and complexity of 

operating environment, organisations may experience threat impacts at different scales, 

while others may view a specific threat with an opportunity lens. To set a level-playing 

field and to ensure objectivity to the participants, the research elected to sample 

participants from banking institutions only.     

Table 2-1: Constructs for measuring cyber-resilience. 

 Construct  

1. Agility  

2. Preparedness  

3. Redundancy planning  

4. Strong security posture  
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5. Knowledgeable and expert staff  

6. Ample resources  

7. Governance, leadership and compliance  

8. Asset classification and risk management  

Source: Ponemon Institute, 2018, Literature review. 

i. Agility 

While describing an agile framework, Worley, Williams and Lawler(2014) define 

agility as the ability of an institution to make timely, effective and sustained response 

to a changing circumstance (moving target), in a manner that helps sense threats and 

opportunities, solve problems and change the orgnisation's resource base. Clearly, from 

this description, a resilient bank would be fliexible enough to reserve resources to help 

it maneuver when handling emergency cybersecurity incidents. Luers et al. (2003), 

Dalziell and McManus (2008) agree that this adaptive capacity enables an institution to 

modify its circumstances to move to a less vulnerable condition or back to the original 

state before the vulnerability, by reconfiguring their systems to maximize survivability 

during a sudden attack. Hence, agility is also about maneuverability and adaptability as 

enshrined in Darwinian theories that assert that species must adapt or perish. 

Thus, achieving resilience or cyber-resilience can viewed in relation to 

vulnerability and adaptive capacity (Comfort, et al., 2010). From the diagram below 

(Figure 1-1), making a system less vulnerable and increasing its adaptive capacity 

increases its resilience. The diagram indicates that the system’s adaptive capacity is 

tilting the equilibrium upwards in order to offset the downward pressures exerted by 

vulnerabilities. In so doing, resilience is maintained or improved. 

 

ii. Preparedness 

Preparedness defines the readiness of a bank to respond to a cyber-threat or 

incident. It covers a number of processes including incident response, resource 

mobilization, crime scene and evidence preservation, post-incident communication and 

post-incident review. A modern information security programme must have capabilities 

to respond to cyber incident emergencies in an effective manner (Miora, Kabay & 
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Cowens, 2014, p56.2). This is because cyber threats have increased in intensity, 

approach and impact owing to increased emersion in digitisation. One of the ways many 

organisations, and indeed many countries have propped up their preparedness by 

forming CSIRT teams. A CSIRT team consists of multi-domain skilled personnel 

whose role is solely for emergency response (Rudolf, 2014, p. 56-3). More often, such 

teams also serve other roles such as running security awareness programmes, 

monitoring and other roles that complement preparedness of an organisation. 

According to a study on the cost of data breach, conducted by Ponemon (2018b) on 

behalf of IBM, availability of a incident-response team increases the efficiency 

in identifying an incident and the speed of the response, hence, significantly lowers the 

cost of a breach. 

iii. Redundancy planning 

Redundancy planning incorporates all functions of business continuity and 

contingency processes. According to Cabarello (2009), business continuity and 

contingency planning ensure that critical functions in a business can withstand a 

disaster. A cyber-resilient organisation is one that successfully aligns its continuity 

management and disaster recovery into an elaborate in-house business continuity plan 

(Ponemon, 2018).  

According to Miora (2014), maintaining redundancy requires that an organisation 

duplicates facilities, infrastructure and sometime roles across multiple geographic 

locations, and also, test the systems for breakdown scenarios. Redundancies planning 

also incorporates escalation timelines (Miora, p.59-3) that indicate classification of 

damages according to outage duration and scope of effects. 

 

iv. Strong security posture 

Strong security posture is a combination of multiple implementation factors. 

Mallery (2009, p.3-21) provides ten practices that ensure a “robust” cyber-security 

posture. First, a bank needs to evaluate and rationalize the risks and threats around each 

asset. Second, the bank needs to provide cybersecurity training for IT staff and general 

staff; strengthen security of operating systems and applications used in the bank; 

procure and install elaborate cybersecurity tools for monitoring systems in the bank; 

develop and utilize internal security audit functions, augmented by third-party support. 
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Mallery (2009, p. 18) prefers contracting external professionals because they have 

experience reviewing a wide range of systems.  Lastly, implementation of principle of 

defense in depth ensures layered security mechanisms that increase systems security as 

a whole. This approach requires what Caballero (2009) calls “ground up” concept, 

which entails handling information security from the physical layer, working your way 

up to the top (application) layer, effecting total security. The objective is to ensure that 

every possible vulnerability point is covered layer by layer.  

Strong security posture also involves incorporating technologically advance 

functions such machine learning and automated network defense mechanism. 

 

v. Knowledgeable and expert staff 

This construct deals with training of staff in cybersecurity awareness, and in 

essential skills required to defend the bank from cyber-attacks. Many organisations 

have concentrated on staff awareness because it is a well-known fact that staff are the 

weakest point in the vulnerability security-chain. According to NIST Special 

Publication 800-16 Revision 1, security awareness and role-based training applies to all 

employees regardless of whether they use or interact with information systems or data. 

An effective security awareness program should be enriched with latest security 

information and inculcated from recruitment time and be refreshed periodically 

(Rudolph, 2014, p. 49.3-49.4) because cybersecurity risks and vulnerabilities evolve 

continuously. Besides enforcing a mandatory internalized training curriculum, some 

organisations go further by requirement staff to attest their responsibility by signing 

that they understand what the training is demanding them to learn (Rudolph, 2014, 

p49.10). 

vi. Ample resources 

Successfully mitigation and eventual thwarting of attacks requires an organisation 

to have enough resources that can handle sustained attacks (Noble, 2009, pp.693-700). 

Sometimes this can mean redundant sites for offloading the attack.  Ampleness and 

diversity in resources may have considerable cost but may in fact help support other 

systems and decision makers to have immediate options during a sustained attack 

(Noble, 2009, p694). 
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vii. Governance, leadership and compliance 

North, et al. (2016) decry that many bank boards may still be burying their heads 

in the sand when it comes to cybersecurity and cyber-resilience measures. Today 

cybersecurity is a major governance issue, and always featuring on management agenda. 

This, according to North, et al. (2016) has been necessitated by huge losses caused by 

cyber losses, or because of too much bureaucracy that slows down corporations from 

reacting fast to incidents. NIST Cybersecurity Framework defines five functions that 

must be coopted – functions which will form the backbone of this research. These are 

identification of and protecting assets, detecting, responding and recover from attacks. 

viii. Asset classification and risk management 

The purpose of this construct is to rationalise and classify assets based on their 

importance, value, risk and criticality to the operations of the bank, and then allocate 

cybersecurity resources to the assets appropriately (Mallery, 2009). Without 

understanding the value of an asset and the risks it attracts, it becomes difficult to 

prioritise protection required. Some assets require more resources than others. 

2.5 Research Gap 

It is evident from the foregoing literature review that cyber-resilience has been 

gaining traction in many institutions across the globe. This is supported by Ponemon 

Insitute’s latest report on cyber-resilience (Ponemon, 2019) which indicates that the 

number of organisations embracing the value of cyber-resilience has been growing 

steadily but slowly from 51% in 2016 to 65% in 2017, and 62% in 2018. In the same 

report, cyber-resilience increased from 32% in 2016, to 48% in 2017, and 54% in 2018. 

While many research studies such as those done by Ponemon Institute have 

demonstrated that it is possible to build a successful cyber-resilience, what is lacking is 

unanimity on what content it should contain to satisfactorily measure cyber-resilience 

(Kott and Linkov (2019, p.10). Moreover, the widely used Ponemon Institute 

framework omits some essential variables such asset classification and risk profiling, 

governance and compliance. Banks are exposed to unique risks, yet none of the 

literature reviewed has a specific framework for assessing cyber-resilience of banks. 

The risks that banks CERT-RMM and NIST frameworks are very voluminous in the 

number of metrics they cover, yet too general to be suited for a banking institution. This 
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calls for a need to customized the frameworks to fit the unique circumstances of the 

banks (Shapiro & Keys, 2019, p.73).   

2.6 Summary of literature review 

Although multiple metrics have been proposed for quantifying various aspects of 

cyber resilience, a link should be made between those metrics with those which are 

operationally measurable and relevant to cyber-resilience (Kott and Linkov, 2019, p.17). 

Appendix Table B-1 provides the instrument developed out the literature review and 

previous works.  
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CHAPTER THREE – RESEARCH DESIGN AND 

METHODOLOGY 

3.1 Introduction 

This chapter describes the research design and the methodologies employed in 

this research. It concentrates on the design of methods used to fulfil the objectives 

defined in chapter one. In a nutshell, the objective of the research is to develop a 

localized cyber-resilience framework and use it to assess the cyber-resilience of Kenyan 

banks. Cyber-resilience has been gaining traction but lacks methods of quantification. 

The chapter utilizes the new framework conceptualised in chapter two to define the 

instrument used in assessing cyber-resilience in banks. The instrument, as observed, 

consists of eight constructs forming key categories for the metric variables that have 

been used in the instrument to quantify cyber-resilience. They include agility, 

preparedness, redundancy planning, strong security posture, knowledgeable and expert 

staff, ample resources, governance, leadership and compliance, and asset classification 

and risk management.  

The chapter covers an enumeration of the background of the research design, gap 

in research, details about the research instrument, research plan, targeted group, 

sampling method, process of collection of data and results of the pilot study. Data 

analysis design and the choice of data analysis methods to be used in chapter four are 

also documented.  

3.2 Research Design 

According to Kumar (2011), a research design serves two purposes, first, to 

identify and develop procedures and logistical processes required to undertake a study, 

and second, to emphasise the importance of quality in the processes ranging from 

ensuring validity, objectivity, accuracy and ethics. 

The literature review curved out some grey areas found wanting in the adopted 

framework for Ponemon, but which were well documented in a mix of other standards 

and models. This incorporated addition of Asset classification and risk management as 

a new construct and the widening of Leadership construct to include Governance and 

Compliance – key measures that are recommended by NIST and CERT-RMM 
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frameworks. The eight constructs form the basis of the key areas of measuring cyber-

resilience. Each construct will consist of a set of metric variables. The variables 

describe situations, feelings, perceptions, attitudes, values, beliefs and experiences of 

people. The research study has used quantitative methods to measure the variables. 

The instrument for the research study is a self-administered questionnaire. The 

questionnaire is shown in Appendix B. It consists of a series of close-ended questions.  

 

3.2.1 Research Plan 

This research was be divided into three phases:  

Phase 1: Development and construction work 

This first phase involved re-modelling the variables into a suitable questionnaire 

for data collection. This involved adding context-specific variables while also removing 

irrelevant variables to ensure that the framework comprehensively captured elements 

relevant to Kenyan operating environment, and to maintain fidelity of the evaluation to 

acceptable international standards.  The completed instrument then underwent two 

validation processes before being deployed in the main research: 

i) First, the instrument was subjected to scrutiny, through an expert review 

consisting of African Nazarene University faculty and then externally from 

domain experts. 

ii) The questionnaire was deployed into a pilot testing with a small sample 

of 3 Cooperative societies and 1 bank.  

Once validation of the questionnaire was completed, the expected output from 

Phase 1 was a validated questionnaire.  

 

Phase 2: Large-scale application 

During this phase, the developed survey instrument was deployed to the targeted 

population decided through random sampling method. The instrument was delivered to 

the respondents using email and self-administered using online questionnaire hosted on 

Survey Monkey.  
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Phase 3: Tabulation and Validation of the result 

Data collected from this phase was tabulated, validated and cleaned. Cronbach Alpha  

was used to evaluate the validity of the data. Additional descriptive statistics methods were 

also employed. 

3.2.3 Framework and Research Instruments 

Producing credible cyber-resilience research on banks in Kenya and indeed 

elsewhere requires approaches beyond rudimentary. The methodology must not only be 

reliable and credible but also tried, tested and of highly confidential nature. To this end, a 

new set of variables (found in Appendix B-1) for cyber-resilience was developed from 

literature review and studies done by Ponemon Institute, Serianu, and Symantec. The 

variables have been customised for the Kenyan environment. Whereas the Ponemon 

research sampled a wider and mixed corporate environment, this research will however, be 

restricted to a sample frame of forty-five banks and mortgage institutions in Kenya. A 

representative sample of banks to participate in the survey will be derived using random 

sampling technique. 

Due to project time constraints and the difficulty of reaching the targeted respondents 

in the banks, this research elected to use a self-administered questionnaire as the data 

collection instrument. Appendix Table B-1 shows the questionnaire developed for this 

purpose. 

One of the salient features of the questionnaire is that it did not include information 

that positively identifies a respondent and his/her bank. Hence, during data collection, the 

questionnaires did not have names identifying respondents or their institutions. However, 

after the forms were returned, they were coded to facilitate easy reference during analysis. 

 

3.3  Research Site 

The research was conducted at the head office of the banks in Kenya. All banks 

in Kenya have head offices in Nairobi, according to information from KBA. 

Consequently, this research was conducted in Nairobi County. The map of the coverage 

area can be seen in Appendix E. 

3.4 Target Population 

The research will target Kenya’s regulated banks and mortgage institutions, both 

for the main research and the pilot-testing. Financial institutions such as mobile money 
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transfer operators, Saccos, micro finance institutions, and payment intermediaries have 

been excluded in this study because they are not members of KBA, but could be viable 

candidates for this study in future. 

There are 47 commercial banks (including one mortgage company) in Kenya, 

according to the Kenya Bankers Association data (Kenya Bankers Association, 2019). 

Three of the banks were excluded from the sampling frame because they were in 

receivership. The research sampling frame therefore consisted of a homogenous finite 

population of 44 banks, giving a population value (N) as 44.  Due to project time 

constraints, a sample size was extracted from the list of 44 operating banks using simple 

random sampling formula by Cochran’s (1963). Each sampled bank provided one 

respondent person to complete the questionnaire. 

 

3.5 Determination of Research Sample Size 

3.5.1 Sampling Procedure 

Out of the 44 banks operating in Kenya, a random sample research size was 

computed and used in this research. According to Zikmund, Babin, Carr and Griffin 

(2009), it is not necessary to take a census of all banks in the sample space to achieve 

accurate study. As one of the commonly used methods, simple random sampling was 

used as it accords equal and independent sampling opportunity to each member of the 

targeted population (Zikmund, Babin, Carr, and Griffin, 2009), and is deemed as a 

suitable method by Sekaran and Bougie (2009) to conduct a research whose outcome 

is expected to be generalized, in this case, to all banks in Kenya.  

3.5.2 Study Sample Size 

In this research, the Cochran’s formula (1963) was used to compute the research 

sample. The Cochran formula provides one of the ideal methods for deriving a sample 

size when provided with confidence level, margin of error and a finite representative 

population, N. The formula uses three important values: population size (N), 

representing the numbers of in the sample frame, which is 44; the margin of error, a 

percentage value that shows how far the survey results deviate from that of the full 

population; assumed  margin of error of 5%, which gives a confidence level of 95%. 

Confidence level is expressed in percentage or decimal, and provides a probability that 

the results will be reliable and hold true to the population sampled, and 95% has been 
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used widely by  researchers according to Zikmund, Babin, Carr, and Griffin (2009, 

p.430).  The Cochran formula is stated thus. 

 
𝑛0 =

𝑍2𝑝𝑞

𝑒2
        

(3.1) 

Where 𝑛0  = the sample that we want to derive and use in the research; 

𝑍 = is the z-value from standard graphs representing 95% confidence level, which 

is 1.96; 

e=margin of error – the level of precision, which is 5% and with level of confidence 

of 95%; 

𝑝 = is the estimated proportion of an attribute that is present in the population, i.e. 

0.5, and q is 1-p. 

Applying equation (3.1) for a large population this translates to : 

𝑛0 =
𝑍2𝑝𝑞

𝑒2
=

(1.962)(0.5)(1 − 0.5)

(0.05)2
≈ 385   

Next is to apply the formula for finite population (with N=44) correction factor, 

which aims to adjust the computed sample 𝑛0.  

 𝑛 =
𝑛0

1 +
𝑛0 − 1

𝑁

  (3.2) 

Hence the sample size for our research 𝑛 is derived by applying equation (3.2) as 

below: 

𝑛 =
385

1 +
(385 − 1)

44

≈ 40 

Consequently, the sample population for this study consisted of 40 banks chosen 

randomly.  

3.5.3 Sample Selection 

The full list of the 47 banks comes from Kenya Bankers Association website 

(2019). Three banks in receivership were removed from the list, leaving 44 banks for 

the sample frame. 
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The 44 banks were enlisted as ordered in the original list. Before sampling out 

the 40 banks for the research, the natural list was randomized. Using an automatic 

sample generator software known as Research Sampler. Next, the new randomized list 

was given a sampling number ordered from 1 to 44 (from top to bottom). The list was 

then sorted in ascending order, giving an ordered population set of banks N{1, 2,..,44). 

The order was then input into the Research Sampler to extract a random sample of 40 

banks. After the sampling, four banks were dropped out by the sampling program. 

Finally, the new list of the remaining 40 banks was provided with new sequential 

numbers to act as research codes. Table E-1 shows the sampled list of 40 banks. 

The distribution of the sampled banks against the total population, classified 

according to CBK’s peer size, is shown in table 3-1. 

Table 3-1 Sample Size Distribution by peer size  

Peer Size   Small Medium Large Total 

Sampled banks 21 13 6 40 

Total bank population 24 14 6 44 

  

3.6  Target Respondents 

Antonucci (2017) advices on the use of multiple participants when researching in 

each sampled organisation. This is because, apart from providing granularity and 

reducing respondents’ individual biases, it also adds variations in responses that tend to 

enrich a discussion about different assumptions and practices. In this research, however, 

the number of participants per banks was one. The expected respondent demographic 

profile would be senior staff in charge of or are accountable to all aspects of 

cybersecurity and/or cyber-risk, and who possess broader understanding of the overall 

objectives and practices of the bank’s cybersecurity. This could be Chief Information 

Security Officer (CISO), Chief Information Officer (CIO), Chief Risk Officer (CRO) 

or any other person managing this role.  

3.7 Sampling Design 

Two samples were formulated: the main research sample and the pilot-test sample.  

i) Main Research Sample. 
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As mentioned in the Target Population section, the main research targeted the 

sample size n=40 out of a fully active bank population of 44.   

ii) Pilot test Sample. 

Pilot testing for the research questionnaire, a sample of six (n=4) non-

participating financial institutions were purposively selected to participate, i.e, one from 

deposit-taking Cooperative Societies, one from deposit-taking Microfinance 

institutions, one from Mortgage firms and one Commercial bank.  

Feedback from the test-survey and review by the faculty on the research 

instrument necessitated further revisions to the variables and the instrument itself. 

Types of specific feedback sought from this advance survey included question clarity, 

relevance, suggestions for rewording, and examples of specific behaviours brought to 

mind in the rating of each variable. Other important feedback were adapted from Bell 

(1987). Participants were asked to provide any additional comments that they consider 

relevant. This trial was conducted face-to-face, so that the feedback can be collected 

easily. Changes to the survey instruments were then made on the basis of this feedback.  

 

3.8 Variables and Constructs 

The structure of the research instrument consists of several questions grouped 

into eight constructs designed to measure specific attribute or characteristics of the 

cyber-resilience. There are eight constructs adopted in this research as shown in section 

2.3.2. 

3.8.1. Measuring and grading constructs 

Each metric variable is presented to the respondent as a question. Multiple Likert 

scales and multiple response questions have been used. Each response has a numeric 

value based on a scale. The value of each response enumerates a unit characteristic of 

cyber-resilience strength under one of the eight constructs of cyber-resilience. The 

weighted mean was computed for the response values. These responses were recoded 

into a composite 5-level Likert scale representing the cyber-resilience strength 1 to 5 as 

shown in  Table 3-2. 
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Table 3-2: Ranking and grading scheme for cyber-resilience 

Grading Weighted Mean 

score 

Grading ranking strength 

Very weak <=1 1 

Weak > 1 and <= 2 2 

Moderate >2 and <=3 3 

Strong >3 and <=4 4 

Very strong >4 and <=5 5 

 

Some responses have two or three choices. Where the responses are two or even 

number, the midpoint in the 5-scale will not be used. The extreme scale values will be 

used. For example, in a forced “Yes” or “No” answer, the “Yes” or “No” may be re-

coded to be Very Strong or Very Weak depending on the survey question. By 

aggregating all the responses using this 5-level scale, it is possible to compute the score 

per respondent. The scale is from 1 to 5, with 1 denoting “Very Weak”, 2 as “Weak”, 

3 being “Moderate”, 4 as “Strong” and lastly 5 as “Very Strong”. 

a) Grade 5 - Very Strong  

Grade 5 is the highest level. A score of grade 5 is designated as very strong in 

cyber-resilience stature. They are highly adaptable, have invested a lot resources in 

cybersecurity, has dedicate personnel and utilizes the strength outsourced services to 

strengthen its capacity. An organisation at this stature has deepened risk assessment, 

never complacent and continuously evolving it defences to beat vulnerabilities. More 

important, is the ability to sustain any attack because of huge investments in automated 

redundancies and disaster recover processes. 

b)  Grade 4 - Strong  

Grade 4 symbolises strong statures. Closely related to level 5. However, 

occasionally, cyber attacks may filter through. When such happens, organisations at 

this level have mechanisms to ensure minimal disruption. They employ highly skilled 

staff to maintain different aspects of cyber-resilience. 
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c) Grade 3 - Moderate  

A moderately-graded bank is one that has put in place all the necessary systems. 

However, they are very vulnerable, unpredictable and unstable if attacks were to happen. 

Recoverability from an attack may take a few hours. 

d) Grade 2 - Weak  

An organisation at this state has weak systems, processes and skills that cannot 

sustain an attack. Downtimes are frequent and repeat attacks may occur. This is a risky 

state to operate a business, no more than a banking institution. 

e) Grade 1 - Very Weak  

Grade 1 is the lowest status. It points to a total lack of systems to secure an 

organisation from cyber-attacks, and mechanisms to recover from them. There is 

disjointed management of cybersecurity, and vulnerabilities are always larking. There 

are no specialized staff to manage cybersecurity. Staff may not be aware of their role I 

combating incidents, neither is there enforcement. 

3.8.2. Demographic variables 

In this research study, a number of questions are for gathering demographic 

information. They help to characterize the target client according their natural group. 

These include peer size (small bank, medium bank and large bank). The regulator does 

the classification by peer size. Other demographic information include budget size, total 

staff count, size of IT department, size of the IT security department and size of budgets 

allocated to IT department. 

3.9 Data Collection measures 

The data collection instrument adopted for this research was an online 

questionnaire delivered through Survey Monkey. The reason for using the 

questionnaire as a tool is due to the number of questions involved and the short time 

required to complete the research.  

The SurveyMonkey link to the questionnaire was distributed to the respondents 

electronically using email containing both the URL and QR code for mobile devices. 

Only pilot-run questionnaires were delivered in hard copy. The online survey was 

especially helpful in reducing the cost of the research (Sekaran & Bougie, 2009). Each 
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bank was provided with a unique URL link to the survey. The survey URL link 

contained an allocated research code encoded with md5 encryption to prevent obvious 

identification of the bank it belongs to. For hard copy questionnaires, the collected data 

was input into the online questionnaires.  

3.9.1 Question types 

The questionnaire has closed-ended questions in the form of multiple choice 

check-boxed types, single-choice radio buttons, and matrix questions composed of a 

mix of four, five and seven Likert scale choices. Checklist questions allowed a 

respondent to select multiple answers for a question (Zikmund, Babin, Carr and Griffin, 

2009, p.341). Such types of choices were added as individual variables.   

3.9.2 Distributing the instrument 

The research was approved by NACOSTI on February 1, 2019 vide permit 

number NACOSTI/P/19/20367/27925 (see Appendix Figure F-2). Distribution of the 

instrument and collection of data for the main research started on February 21, 2019 

and ended on March 31, 2019. Survey Monkey provides a mechanism to send a research 

to a mailing list. In this research, 40 Survey Monkey ‘collectors’ were created 

representing unique survey URL for each of the sampled banks. The URLs were 

distributed to each individual bank, confidentially through the bank’s provided contact 

email address. Distribution of the instrument for pilot testing was, however, done as 

manual questionnaires. 

3.9.3 Matters arising from the Pilot Study. 

The pilot study, though had fewer participants (n=4), provided invaluable 

feedback that necessitated changes into the main research. With a Cronbach alpha 𝛼 

coefficient of .89, the instrument appeared credible as it exceeded the recommended 

Cronbach alpha 𝛼  of .7 recommended by many researchers (Kothari, 2004).  Even 

though the pilot study findings were not used in the final analysis a few observations 

were applied: 

1. The sampling method for the population changed from census to simple 

random sampling due to the difficult in accessing the institutions, and their 

privacy procedures. In a research conducted in Jordan (Nuseir, 2010), in 

which the response rate was accepted at 63.4%, banks were conservative in 
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giving access to researchers. Gordon (2016) also adds that online surveys 

attract lower response rates than face-to-face surveys. These informed the 

need to change from the census to sampling. 

2. Respondents indicated that the questionnaire was very lengthy and detailed. 

Further adjustments were made and questions reduced to 56. 

3. The pilot test noticed a pattern of uniform responses and non-responses for 

matrix questions, a sign that some respondents were replicating one 

response to others, without careful examination of the questions. 

Consequently, changes were made to ungroup and mix up the questions. 

4. Additional response choices had to be added for “Any other- Please specify” 

and “None of the above” to provide flexibility. 

3.9.4 Instrument Validity  

Validity of the questionnaire and scales used were evaluated by face validity and 

also by content validity.  

Face validity ensures that the instrument measures what it is intended to measure, 

at a face value (Sekaran & Bougie, 2009). Regarding face validity, the instrument was 

presented to an academician and a cyber-security practitioner to review and recommend 

its appropriateness and objectivity, design look and feel, layout and content. Content 

validity, according to Sekaran and Bougie (2009) ensures that the instrument has 

representative items that measure the concepts or the specific domain in question, using 

the various cyber-resilience constructs.  The instrument was also used in a pilot study, 

whose outcome was instrumental in re-designing the instrument for the main research. 

3.9.5 Instrument Reliability  

Reliability of an instrument is a test of consistency of the instrument when used 

in other studies. It ensures that it would result into collection of the same data in repeat 

operations (Babbie (2007, p.143). Data collected with the questionnaire during the pilot 

study was measured using Cronbach Alpha 𝛼  coefficient. Mugenda and Mugenda 

(2003) recommends that a reliable instrument should have a Cronbach Alpha 𝛼 

coefficient value of at least 0.7. 
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3.10 Ethical Considerations 

Banks are very sensitive about data disclosure. Therefore, appropriate ethical 

measures were put in place to instill confidence. First, the research instruments bore no 

names or codes identifying participants. Secondly, the researcher sought approval from 

Africa Nazarene University, NACOSTI, the CBK  and the KBA. Additionally, no form 

of financial aid or support was solicited from the regulators of the targeted institutions.  

Furthermore, the online tool, SurveyMonkey, was also configured not to store IP 

addresses of respondent computers. Finally, no reference to individual institutions will 

be made in any reports or publications produced on basis of the study results. 

3.11 Data Analysis Design 

The ultimate aim of the research is to development a measurement instrument for 

cyber-resilience, and then deploy the instrument in a research study of Kenyan banks. 

The design of the data analysis was such that the questions in the instrument would be 

summarised into the eight construct categories. Each question’s response was recoded 

at the construct level into a five-point Likert scale ranking (table 3-2) representing 

cyber-resilience strength. 

Step 1: Response data is cleaned up. This involved setting null values to zero to indicate 

“Not selected”.  

Step 2: Each response ranked as indicated.   

Step 3: Aggregating weighted mean measure and ranking each constructs.  The result 

is a ranking per construct, but also available per bank and per question. 

3.12 Data Analysis methods and tools 

The research has used a number of analysis tools and statistical analysis methods. 

The choice of the methods depended on their appropriateness to help prove or answer 

some perceptions or support a conclusion. These include:  

3.12.1 Analysis tools 

Three tools were used to analyse and aggregate the data. These are: Survey 

Monkey which provided its data collection and analysis capabilities, IBM SPSS and 

Microsoft Excel, both used analyse the data and draw graphs. 
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3.12.2 Measures of Central Tendency  

These include descriptive statistics such as mean, weighted mean, median, and 

mode were used widely in this research. Analysis of the relationships between these 

were also attempted and interpretations provided. 

3.12.3 Measures of association or relationship measures. 

Models such as correlation and regression have been used. The degree of 

variability or association between variables was assessed by correlation coefficients and 

p-value. The linear regression model is 𝑌 = 𝑎 + 𝑏𝑋 + 𝑒, where 𝑎 is intercept, 𝑏 is the 

slope of the regression line and 𝑒 is error term. This equation was used to predict the 

value of target variable based on given predictor variable(s). The coefficient of 

determination, R
2
 was used to determine proportion of variance. 

3.12.4 Pearson’s Correlation Coefficient (r). 

The Pearson Correlation coefficient (r) was used to determine the strength and 

direction of relationship between variables. The data will be generated from SPSS. 

3.12.5  One-way Analysis of variance (ANOVA)  

ANOVA has been used to measure differences between means and to conduct 

hypothesis testing for each of nine null hypotheses – and to determine whether to accept 

or reject them. ANOVA computation is to be done and output using SPSS. A typical 

ANOVA analysis summary table will look as below: 
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Source of Variation Sums of Squares (SS) Degrees of 

freedom (df) 

Mean Squares 

(MS) 

F-ratio 

Between samples 

/categories 

𝑆𝑆𝐵 = ∑𝑛𝑗(𝑋̅𝑗 − 𝑋̅)
2
 𝑑𝑓1 = 𝑘 − 1 

𝑀𝑆𝐵 =
𝑆𝑆𝐵

𝑘 − 1
 𝐹 =

𝑀𝑆𝐵

𝑀𝑆𝐸
 

Residual (or Error) 𝑆𝑆𝐸 = ∑∑(𝑋 − 𝑋̅𝑗)
2
 𝑑𝑓2 = 𝑁 − 𝑘 

𝑀𝑆𝐸 =
𝑀𝑆𝐸

𝑁 − 𝑘
 

 

Total 𝑆𝑆𝑇 = ∑∑(𝑋 − 𝑋̅)2 𝑁 − 1   

 

Where 

 X = individual observation 

 𝑋̅𝑗 = sample mean of the jth sample (or group), 

 𝑋̅ = overall sample mean, 

 k = the number of samples or independent comparison groups, and 

 N = total number of observations or total sample size. 

 𝑆𝑆𝐵 = Sum of squares between groups 

 𝑆𝑆𝐸 = Sum of squares within groups (error) 

 𝑆𝑆𝑇 = Sum of Squares Total 

 𝑀𝑆𝐵 = Mean Squares between group 

 𝑀𝑆𝐸 = Mean Squares within groups (error) 

3.12.6 Using one-way ANOVA to test for Hypothesis 

1. First, obtain the F-value (F-ratio) from the ANOVA table output above. 

2. Taking the degree of freedom df(𝑑𝑓1, 𝑑𝑓2) and research’s significance level 

of 0.05, derived, from the F-distribution table, the critical-F. 

3. Test for hypothesis: if F-ratio (computed from the summary) value is 

greater than F-critical, the null hypothesis will be rejected. Consequently, 

alternate hypothesis will be adopted.  
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CHAPTER FOUR – RESULTS AND ANALYSIS 

 

4.1 Introduction 

This chapter presents the results and analysis of the research study. It is organized 

into five sections of Introduction, Response rate, Presentation of findings, Test of 

hypotheses and overall Cyber-resilience scoring. The chapter presents the results using 

both descriptive and inferential statistical methods. Deductions are also derived. Results 

are presented in tables, graphs and in descriptions. 

The research objective first sought to collate cyber-resilience measurement 

variables from previous research works and standards and develop these into a new 

framework for assessing cyber-resilience of Kenyan banks. It then used the instrument 

developed from the framework to assess the cyber-resilience posture of banks. The 

assessment, in form of a survey, also acted as a way of validating the framework’s 

instrument. The outcome is presented in the sections that follow.  

 

4.2 Response Rate 

A total of 40 online questionnaire links were dispatched to 40 cybersecurity 

accountable staff in 40 banks, one for each bank. Out of the 40 sampled respondents, 

only 26 filled and returned their questionnaires. The result is a 65% response rate as 

depicted in Fig 4-1. The questionnaire had 56 questions whose completion time 

averaged 17 minutes 59 seconds (for the 26 respondents) according to Survey Monkey 

online statistics. 

 

Figure 4-1: Overall Response rate for n=40 
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Convincing banks in Kenya to participate in a research was one of the most 

challenging tasks. Many banks would not participate, fearing disclosure of sensitive 

information. Out of the 26 respondents, only two completed the questionnaires without 

repeat callbacks. The fact that 92% of the surveyed respondents only managed to 

complete the questionnaire after callbacks is an indication of the challenges that 

threatened the validity of the research during data collection. Table 4.1 provides a 

summary of targeted population. 

Table 4-1: Response statistics 

Particulars 
 

Representing 

Total Banks (Kenya Bankers Associating List)    47 Universe 

Banks in receivership removed 3 6% of all banks 

Banks available for Sample space 44 94% of all banks. 

Sample population size by Cochran's formula  40 91% of sample space (n=40) 

Number of questionnaires dispatched 40 
  

Number of questionnaires returned 26 65% of sample population 

Returned with zero call-backs 2 2% of successful responders 

Returned with many call-backs and visits 24 92% of successful responders 

Total Non-responders 14 35% of sample population 

Direct refusals 6 15% of sample population 

Non response 8 20% of sample population 

  

4.3.1 Response Rate Validity 

Babbie (2007, p.262) provides a discussion of acceptable research response rates, 

and suggests that there are no fixed written rules about it. While Gordon (2016) roots 

for a response rate of 50% to 60% (and lower values for online surveys, 25% to 30%), 

Babbie (2007) suggests that 60% is considered good while 70% or more is considered 

a very good completion rate. 
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This research takes the position that the 65% completion rate achieved in this 

research is adequate for the intended inferences. One of the reasons for this is that the 

population is representative of the small-medium-large classification by the CBK. 

Moreover, all these banks are regulated under the same parameters by the CBK. The 

analysis in Fig. 4-2 shows small banks as the majority of respondents (62%; N=16), 

followed by medium-sized (27%=7), and lastly, large-sized banks at 11% (N=3). 

Against sampled potential, 50% of large-size banks responded (3 out of 6); medium-

sized at 54% (7 out of 13); small-sized banks at 76% (16 out of 21). 

 

 
Figure 4-2: Break-down of target population by peer group size 

 

4.3.2 Confirmation of Instrument Reliability 

The targeted instrument reliability using Cronbach Alpha 𝛼  was 0.7, as per 

recommendations by Mugenda and Mugenda (2003). This research attained a Cronbach 

Alpha value of 0.73 during the main research and 0.89 during the pilot study, both 

surpassing the recommended value, and confirming the instrument reliability as shown 

in table 4-2a below.  
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Table 4-2a Comparing reliability statistics for the pilot study and main research 

instruments  

(a)      (b) 

Pilot study  Main study 

Cronbach's 

Alpha 

Cronbach's 

Alpha Based on 

Standardized 

Items 

N of 

Items 

 Cronbach's 

Alpha 

Cronbach's Alpha 

Based on 

Standardized 

Items 

N of 

Items 

.890 .897 125  .727 .875 129 

 

4.3 Presentation of findings 

4.3.1 Demographics and relevance of Respondents 

The questionnaire sought to confirm the suitability of the respondents as 

candidates for the survey through a series of demographic questions. The results 

depicted on figure 4-3 show that all the respondents (100%, n=73%+27%) were IT and 

IT security operatives based on their roles, and activities on the roles (as shown in Table 

4-2b). This was important data because resource capacity, adequacy and expertise were 

essential measurements for understanding what influence they bear on capacity of 

banks to achieve cyber-resilience. It correlated well with data for the participants’ 

position level (as shown in Figure 4-4 below), majority of whom were Managers 

(92.31%) and Executives (7.69%). The outcome of this met the conditions set out for 

the research, that required that respondents to be persons in charge of IT or 

cybersecurity in their organisations. Similarly, all the respondents (100%, n=26) were 

reportees to the CIO or Head of Corporate, COO or CEO (as shown in Figure. 4-5), 

confirming their seniority or accountability level. A different level cadre would not 

have an overall purview of the organisation and could not have been able to answer a 

number of questions in the questionnaire. 
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Figure 4-3: Demographic of respondents by Role focus   

 

Table 4-2b: Demographic of respondents by Activities done as part of Role 

Answer Choices Responses 

Managing budgets 96.15% 25 

Evaluating vendors 100.00% 26 

Setting priorities 100.00% 26 

Securing systems 100.00% 26 

Ensuring compliance 96.15% 25 

Ensuring system availability 96.15% 25 

None of the above 23.08% 6 
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Figure 4-4: Demographic of respondents by Position level.  

 

 
Figure 4-5: Demographic of respondents by reporting channel.   

 

Staffing capacity 

 

Concerning staff capacity in the banks, 69% of the participating banks indicated 

that they have a total staff head count of above one thousand according to results from 

Figure 4-6. Drilling down further in Figure 4-7, the result shows that majority of the 
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respondent banks (50%, n=13) indicated that out of the full head count, they have 

between 5 and 10 dedicated cybersecurity staff. Those with five or more dedicated 

cybersecurity staff were 18, representing 69% of the respondents.   

 

 
 Figure 4-6: Staff head count of respondent banks   

 

Capacity to achieve cyber-resilience 

Are banks’ cyber-security departments understaffed or overstaffed? To answer 

this question, we correlated current IT security staff count with target full-time IT 

security head count necessary to achieve cyber-resilience (data as shown in Figure 4-

8). The result is as follows. 

Table 4-3: Descriptive Statistics for comparing full-time head count in IT 

department vs desired head count for achieving cyber-resilience. 

Descriptive Statistics 
 

Mean Std. Deviation N 

What is the full-time equivalent (FTE) headcount 

of your IT security function today? 

1.88 .711 26 

What should the full-time equivalent (FTE) 

headcount be to achieve cyber resilience? 

1.96 .824 26 
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Results in table 4-3 indicate that the two questions elicited a response mean 

tending towards response choice two (Head count 5 to 10) with standard deviation of 

close to 1 (SD=.71 and .82), indicating that responses varied widely. From the mean, it 

is clear that the banks indicated to retain the current level of staff count or increase to 

this level, i.e. Head count 5 to 10, perhaps upgrading from the lower range. The graph 

in figure 4-7 and figure 4-8 show this relationship. 

 

Figure 4-7: Full-time head-count of IT cybersecurity team at the bank.   

 

 

Figure 4-8: Full-time headcount required to achieve cyber-resilience.   
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Applying Pearson’s correlation on the two variables as depicted in table 4-4 

indicates a weak positive correlation of .33 whose 2-tailed significance is 0.096, which 

is greater that the research’s chosen significant level of 0.05. This therefore indicates 

that the two values have no statistical significance. Clearly, the responses were by 

chance.  
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Table 4-4: Correlation of Current IT head count vs required capacity to cyber-

resilience 

 
What is the 

full-time 

equivalent 

(FTE) 

headcount of 

your IT 

security 

function 

today? 

What should 

the full-time 

equivalent 

(FTE) 

headcount be 

to achieve 

cyber 

resilience? 

What is the full-

time equivalent 

(FTE) headcount 

of your IT 

security function 

today? 

Pearson Correlation 1 .333 

Sig. (2-tailed)   .096 

Sum of Squares and Cross-products 12.654 4.885 

Covariance .506 .195 

What should the 

full-time 

equivalent (FTE) 

headcount be to 

achieve cyber 

resilience? 

Pearson Correlation .333 1 

Sig. (2-tailed) .096   

Sum of Squares and Cross-products 4.885 16.962 

Covariance .195 .678 

   

  

4.3.2 Responses per variable for measuring cyber-resilience 

All the variable questions used in cyber-resilience framework and their responses 

have been provided in Appendix D (Table D-1). For each question used in the 

instrument to measure cyber-resilience, weighted mean, standard deviation, minimum 

and maximum values have been provided. The  mean values are score-ranked into a 

scale from 1 (Weak) to 5 (Very Strong), as defined in Table 3-2. 
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4.3.3 Analysis by Objectives 

In this section, the findings of the study have been elaborated based on the 

objectives, and in a manner that also seeks to answer the underpinning research 

questions. 

4.3.4 Identify and defining variables for measuring cyber-resilience 

The first objective of the research was to identify relevant variables or indicators 

for measuring cyber-resilience. The eight constructs for measuring cyber-resilience 

were derived from previous research works and frameworks. Seven of the eight 

constructs were adopted from works by Ponemon Institute (2017, 2018, 2019) that has 

used the same indicators for three consecutive years, thus providing strong grounds for 

reliability. The Ponemon indicators are all mutually inclusive with other frameworks 

and standards reviewed in study. Most frameworks including Ponemon, tend to abide 

by NIST standard frameworks (Kott and Linkov (2019). Additional amendments were 

effected especially on the specific questions per construct. The eight constructs were 

operationalized into the conceptual framework as independent variables, while the 

cyber-resilience enhancement was operationalized as the effect of the changing 

individual measures for the eight constructs (dependent variables). 

The eight constructs formed the basis for grouping of the individual questions. 

Each response and constructs were rank-graded into a further 5-level Likert scale 

rankings as shown in table 3-2 of Chapter 3.  

The research sought to measure cyber-resilience of each bank. By applying the 

foregoing grading scheme per bank, and categorizing these per construct, the outcome 

is a grading of each respondent’s cyber-resilience strength as shown in table 4-7. Note 

that the names of the respondents have not been used as confidentiality assurance 

demanded by the banks before accepting to participate in this research. 

 

4.3.5 Analysis by constructs 

Perception of the importance of the 8 cyber-resilience constructs 

Respondents were first to rank order eight factors that have been found to be key 

to achieving a high level of cyber resilience, and which form the basis of this research 

constructs. The ranking of 1 = most important to 7 = least important was translated into 
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1-5 Likert grading representing the 5-levels of cyber-resilience strength. Table 4-5 

shows the descriptive statistics based on the eight independent variable constructs and 

the one dependent variable construct. 

 

Table 4-5: Perception to cyber-resilience constructs 

 Weighted 

Mean 

Std. 

Deviation 

N 

1. Preparedness 4.09 .21 26 

2. Planned Redundancies 3.61 .41 26 

3. Knowledgeable or Expert Staff 4.32 .20 26 

4. Governance, Leadership & Compliance 3.72 .12 26 

5. Asset Classification & Risk Profiling 4.05 .16 26 

6. Ample Resources 2.66 .25 26 

7. Agility 2.73 .18 26 

8. Strong Security Posture 2.73 .10 26 

9. Perception to Cyber-resilience 4.76 .25 26 

 

The findings indicate that the banks’ self-assessment perception to cyber-

resilience and the value they attached to it is at the highest levels in all areas. From 

Table 4-5, the independent variable construct Preparedness scored a weighted mean of 

4.06, extrapolating to a perception ranking of 5 (Very Strong). Planned Redundancies 

scored 3.61 (Strong). The odd perception were on Ample Resources and Strong 

Security Posture. Banks perceptions seem to suggest that Ample Resources and Agility 

(at M=2.66 and M=2.73 respectively) are only moderately essential for cyber-resilience. 

The mean weighted score for Perception to cyber-resilience strength is 4.76 

(N=26), extrapolating to an overall ranking of 5 (Very Strong) on this perception.   

The conclusion to be drawn from Table 4-5 is that whereas banks see themselves 

inwardly as very strong (M=4.76, SD=0.25, N=26) in cyber-resilience, however, the 

public perception is skeptical, going by what is reported in the media (Sunday, 2019; 
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Muthoni, Karanja & Sunday, 2019). Clearly, there is overconcentration of efforts in 

Preparedness, business continuity tasks like Planned Redundancies, training staff on 

skills and awareness, Governance, compliance and asset risk profiling management at 

the expense of in-depth defence (strong security posture), agility and adaptability, and 

provision of enough resources. All constructs had a standard deviation of less than 1, 

indicating that most respondents had less variations in opinions to the indicated 

outcome.  

Pearson's correlation model was used to determine the level and significance of 

the relationships between each of the eight independent constructs and the dependent 

construct. The correlation test was computed using a 5% significance level (2-tailed). 

A two-tailed test was used because the null hypotheses for this research are non-

directional. Table 4.6 shows the bi-variate inter-correlation matrix between the 

construct variables.  
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  Table 4-6: Correlation matrix between Cyber-resilience variables  

  
 

9. 1. 2. 3. 4. 5. 6. 7. 8. 

9. Perception to 

Cyber-resilience 

Pearson’s r 1 .203 .498** .622** .476* .455* .587** .420* .366 

 
Sig. (2-tailed) 

 

.320 .010 .001 .014 .019 .002 .033 .066 

1. Preparedness Pearson’s r .203 1 .305 .079 .123 .160 .214 -.161 .297 

 
Sig. (2-tailed) .320 

 

.129 .701 .550 .434 .294 .432 .140 

2. Planned 

Redundancies 

Pearson’s r .498** .305 1 .518** .670** .563** .447* .036 .296 

 
Sig. (2-tailed) .010 .129 

 

.007 .000 .003 .022 .862 .142 

3. Knowledgeable/ 

Expert Staff 

Pearson’s r .622** .079 .518** 1 .590** .570** .621** .185 .324 

 
Sig. (2-tailed) .001 .701 .007 

 

.002 .002 .001 .365 .106 

4. Governance & 

Compliance 

Pearson’s r .476* .123 .670** .590** 1 .447* .393* -.090 .389* 

 
Sig. (2-tailed) .014 .550 .000 .002 

 

.022 .047 .663 .049 

5. Asset Class. & 

Risk Profiling 

Pearson’s r .455* .160 .563** .570** .447* 1 .514** .045 .335 

 
Sig. (2-tailed) .019 .434 .003 .002 .022 

 

.007 .828 .094 

6. Ample Resources Pearson’s r .587** .214 .447* .621** .393* .514** 1 .383 .269 

 
Sig. (2-tailed) .002 .294 .022 .001 .047 .007 

 

.053 .184 

7. Agility Pearson’s r .420* -.161 .036 .185 -.090 .045 .383 1 .210 

 
Sig. (2-tailed) .033 .432 .862 .365 .663 .828 .053 

 

.304 

8. Strong Security 

Posture 

Pearson’s r .366 .297 .296 .324 .389* .335 .269 .210 1 

 
Sig. (2-tailed) .066 .140 .142 .106 .049 .094 .184 .304 

  
**. Correlation is significant at the 0.01 level (2-tailed). 

 
*. Correlation is significant at the 0.05 level (2-tailed). 

 Pearson’s r – Pearson’s coefficient correlation 

 

Despite being a two-tailed test, at a glance, table 4.6 indicates that majority of the 

constructs have positive correlation except for three variables: Agility construct which 
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has a negative but weak correlation with Preparedness (-1.61), and Governance, 

leadership and compliance (-0.09).  This is elaborated further in regression graphs (as 

shown in Figure 4.9(a) (b)) in which the regression model line passes through quite few 

plots hence this is an imperfect model. 

  

 

Figure 4-9: Scatter and regression graph for correlation between (a) Agility and 

Governance, leadership and Compliance, and (b) Agility and Preparedness. 
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The result suggests that as stronger governance, leadership and compliance 

factors are implemented in the banks, the agility of the IT department in ensuring cyber-

resilience decreases marginally.  

1.  Preparedness 

This construct dealt with a number of factors that influence the responsiveness of 

a banking institution to cyber-attacks. The banks must have capabilities to respond to 

cyber incident emergencies in an effective manner (Miora, Kabay & Cowens, 2014, 

p56.2). Many institutions have adopted operation model of a cybersecurity incident and 

response team (CSIRT). This is because as digitisation areas increase, the attack surface 

and intensity of attacks also increase (Ormond & Turnbull, p.172). 

Measuring Preparedness 

To measure this construct, a number of questions were fielded to the respondents 

and were used to rank the bank’s preparedness. 

Ranking of Preparedness as an important factor for achieving cyber-resilience  

The respondents were first asked to indicate their perception to the importance of 

Preparedness as a contributing factor to cyber-resilience. On a scale of 1 (most 

important) to 7 (least important), respondents were meant to rate how important 

Preparedness is to their quest for cyber-resilience. The overall mean polled 1.85 

translating to “Important”. The indicators measured a number variables including: 

existence of a cyber-security incident response plan (CSIRP), CSIRP review frequency, 

time to awareness of a cybersecurity incident, response time rating, CSIRP resource 

capacity, and internal incident communication procedure and protocol. 

This is broken down further into the contingent factors as shown in Table 4-7. 
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Table 4-7: In the past 12 months, how has the time to detect, contain and 

respond to a cyber-crime incident changed? 

  Significantly 

increased 

Increased No Increase Decreased Significantly 

Decreased 

In the past 12 months, how has 

the volume of cybersecurity 

incidents changed? 

% 4 46 8 38 4 

f 1 12 2 10 1 

In the past 12 months, how has 

the severity of security incidents 

changed 

% 19 62 8 8 4 

f 5 16 2 2 1 

In the past 12 months, how has 

the time to detect, contain and 

respond to a cyber-crime 

incident changed? 

% 2 11 0 11 2 

f 8 42 0 42 8 

  Very 

frequently 

Frequently Somewhat 

frequently 

Rarely 

 

Never 

As a result of data breaches and 

cyber-crime incidents, how 

frequently do disruptions to 

business 

processes or IT services occur? 

% 0 8 15 73 4 

f 0 2 4 19 1 

 

The analysis shows a perfect balanced split for the time it takes to detect and 

respond to incidents (Table 4-7). 50% of the respondents indicated that the time has 

increased while 50% indicated that the time has decreased. Similarly, 50% of the banks 

indicated that the number of cyber security incidents increased, while another 81% 

showed that the attacks increased in severity.  

 

Does the bank have a CSIRP in place? 

The research sought to know whether respondent bank has a Cyber Security 

Incidence and Response Plan (CSIRP), and if it is active. The response data is shown 

in table 4-8a. Additionally, Figure 4-8b shows the frequency of reviewing CSIRP. The 

aim of this is understand if banks are well prepared against cyber-attacks.  
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Table 4-8:Existence of cyber-security incident response plan (CSIRP 

(a)                                                  (b) 

Does the bank have a CSIRP Plan?  Frequency of reviewing CSIRP? 

 % f   % f 

We have a CSIRP that is applied 

consistently across the entire enterprise 88.46 23  Each month 3.85 1 

We have a CSIRP, but is not applied 

consistently across the enterprise 11.54 3  Each quarter 84.62 22 

Our CSIRP is informal or “ad hoc” 0.00 0  Biannual 3.85 1 

We don’t have a CSIRP 0.00 0  No set time 3.85 1 

    Never reviewed 3.85 1 

 

The findings indicates that many banks are prepared and have set up cyber-

security incident response plan (CSIRP). 88.46% (N=23) have an active CSIRP while 

11.54% (N=3) have an informal CSIRP which is executed at will. Furthermore, over 

84.6% of banks that have a CSIRP normally would review it quarterly (N=22).  

Why is CSIRP important for a bank? According to Ponemon’s 2018 cyber-

resilience research, high performing banks on cyber-resilience were more likely to have 

a CSIRP in place (Ponemon, 2019).  

 

2.  Planned Redundancies 

Planned redundancies are the main drivers of business continuity and business 

resilience. Deploying mechanism such as hot-standby, failover redundancy, fail-safe - 

all are intended to reduce time to recovery. 

In this research, bank respondents were asked to rate the importance of the 

Planned redundancies to their organistions. The weighted mean rating stood at 1.85, 

extrapolated as “Important” (which stand for a strong “Strong” rating on the cyber-

resilience scale). 

A number of questions were fielded to measure this construct. The result is shown 

in tables 4-9, 4-10 and 4-11. 
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Table 4-9: How often do you review DR Plan? 

Answer Choices Responses 

 % f 

Each month 3.85 1 

Each quarter 88.46 23 

Twice per year 3.85 1 

Once each year 0.00 0 

No set time period for reviewing and updating the plan 3.85 1 

We have not reviewed or updated since the plan was put in place 0.00 0 

 

Table 4-10: Service level recoverability to customers 

How do you rate your cyber-resiliency with regards to your Service level 

recoverability requirements to your customers in case of a disruption?  

Answer Choices Responses 

 % f 

Continuous availability 99.999 percent Zero planned outages 3.85 1 

Nearly continuous 99.99 percent Up to four-hour planned outages 

(maintenance) 

19.23 5 

High availability 99.9 percent Up to four-hour planned outages 

(maintenance) 

23.08 6 

Moderate availability 99.5 percent 53.85 14 
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Table 4-11: Rating for cyber-resiliency with regards to Service level 

Answer Choices Responses 

 % f 

Return to service in less than five minutes (all events) 3.85 1 

Local operations: return to service in less than five minutes; Data 

centre: return to service in less than two hours 11.54 3 

Return to service in less than two hours (all events) 73.08 19 

Local operations: return to service in less than eight hours; Data 

centre: return to service in less than specified time frame (days to 

weeks) 11.54 3 

 

The data indicates that, like CSIRP, many banks take disaster recover serious and 

would review it every quarter. Clearly, there is a correlation between the CSIRP and 

Disaster recovery, both being reviewed every quarterly by 84.62% (N=22) and 88.46 

(N=23) respectively. Respondents who selected quarterly review of CSIRP also 

selected quarterly review of Disaster recovery. 

In terms of service continuity and recovery from disaster, only one bank (3.85%) 

from the respondents is offering the highest level of service availability and business 

objective assurance. Majority of banks (53.85%, N=14) are providing moderate 

availability of 99.5%, while 73%  (N=19) are willing to provide a service level objective 

of Return to service in less than two hours for all business events. This, in a digitised 

economy, is damaging. For a banking institution, it is a reputation problem. 

 

3.  Knowledgeable/Expert Staff 

The purpose of this construct was to measure the different factors and strategies 

used by banks to ensure that they have the right mix of staff for cyber security tasks. 

 By perception, the analysis shows that this was the most well acknowledged constructs, 

at a weighted mean rating of 1.96. This is a clear indication that there is great emphasis 

on staff and situation awareness training, nurturing essential skills for cyber-resilience. 



62  

  

Nineteen out of twenty-six (73.08%) respondents indicated that they are very 

strong in cybersecurity awareness among staff, while 26.92% indicated that they are 

strong in cybersecurity awareness. Combined, this gives a 100% rating of all banks 

surveyed to have strong to very strong cnybersecurity-aware staff. To this level, all 

banks (100%, N=26) indicated that they manage and conduct in-house cyber security 

tests on vulnerability, security audit, penetration testing and vulnerability testing. 

However, this is only possible if the bank has the right mix of personnel – which is 

informed by the strong rating of the construct. 

Figure 4-10 (a) and (b) indicates a graph depicting respondent banks that conduct 

cyber security awareness and other training to staff. 

 

 
Figure 4-10: (a) Respondent banks that conduct cybersecurity awareness to staff.  
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Figure 4-10: (b) Actions taken by respondent banks to train staff.  

 

From figure 4-10(a) and (b) above, the research findings indicate that all 

respondent banks (N=26, 100%) not only conduct cybersecurity awareness training, 

they have also made the training mandatory.   

4.  Governance, leadership and compliance 

In this research Governance, leadership and compliance is intended to measure 

existence of leadership structure, and governance rules such as policies, procedures that 

govern various aspects of cyber-security and cyber-resilience. The construct goes 

further to gauge how well a bank is prepared to comply to various regulatory, laws and 

standards. 

Overall, by perception, respondents rate this construct as an Important (Strong) 

factor for cyber-resilience, at a weighted mean of 1.72. On a cyber-resilience ranking 

scale, this translates to a Weak score. However, a number of factors hinder this 

construct. According to the surveyed population, 61.1% (N=11) indicated that 

insufficient budget supports hinder implementation of proper governance and 

leadership structure that promote cyber-resilience. 

Regarding leadership, 34.6% (N=9) of the surveyed banks have hired a head of 

cyber-security (Chief Information Security Officer – CISO) specifically charged with 
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managing all aspects of cyber-security. However, 65.39% (N=17) still have reporting 

lines to the CIO/CTO. None of the respondents indicated reporting to the CEO. No 

governance and leadership structure fits all organisations (Harkins, 2016, p.34). The 

research also sought to know if the banks have established compliance departments. 

Compliance deals with validating adherence to policies, standards and regulations. The 

finding is that 65.38% (N=17) of the surveyed banks said that they have internal 

compliance departments, while 34.62% (N=9) have internal compliance departments 

supplemented by outsourced compliance services.  That gives 100% (N=26) of the 

respondents having a compliance department.  

Serianu (2017) reported that 72% of institutions affected by cybercrime did not 

report to the authorities. Driven by this perceptions, the research sought to understand 

if, first, banks were participating in incident sharing, and, second, cyber incidents were 

being reported to the police. The results are shown in Table 4-12 and Figure 4-11 below: 

 

Table 4-12: Participation in initiatives for information-sharing 

Does this bank participate in an initiative or program for sharing information 

with government and industry peers about data breaches and incident response? 

Answer Choices Responses  
% f 

Yes 96.15 25 

No 3.85 1 
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Figure 4-11 : Handling of cyber-incidents by law enforcers 

 

The findings on table 4-12 and figure 4-11 indicate that 96% of the banks (N=25) 

report all incidents to the police, with exception of 4% (N=1), possibly an outlier result. 

Majority of the banks (88.46%, N=23) report the cases because it is required by law 

(see table 4-13).  

Table 4-13: Reasons why a bank would share information about breaches 

Answer Choices Responses 

 % f 

Improves the security posture of my organization 76.92 20 

Improves the effectiveness of our incident response plan 19.23 5 

Enhances the timeliness of incident response 15.38 4 

Reduces the cost of detecting and preventing data breaches 30.77 8 

Fosters collaboration among peers and industry groups 69.23 18 

Legal requirements 88.46 23 
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Notwithstanding the sharing of incidents, the findings settles the public 

perception that banks hide cyber incident attacks to protect their reputation. 

5.  Asset Classification and Risk profiling 

Asset Classification and Risk profiling plays a major role in ensuring cyber-

resilience. It is the cornerstone of risk-focussed cybersecurity. On the whole, banks 

ranked this factor as one of the most important factors. On a scale of 1 (most important) 

to 7 (least important), the weighted mean was 1.77 indicating a strong “Important” 

rating. 

To this end, the research sought to understand what drives the bank to invest in 

information (cyber) security.  The result is shown in Table 4-14 below. 
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Table 4-14: What drives the bank to invest in information security (Scale 1-5) 

  Very 

weak(1) 

Weak 

(2) 

Moderate 

(3) 

Strong    

(4) 

Very 

Strong (5) 

Weighted  

Average 

 % f % f % f % f % f  

Protection of information 

and data 0.0 0 0.0 0 0.0 0 3.9 1 96.2 25 4.96 

Prevention of system 

outages/ business 

process functionality 0.0 0 0.0 0 0.0 0 3.9 1 96.2 25 4.96 

Compliance with 

authority security 

requirements 0.0 0 0.0 0 0.0 0 3.9 1 96.2 25 4.96 

Safeguard for reputation/ 

brand image 0.0 0 0.0 0 0.0 0 3.9 1 96.2 25 4.96 

Support for bank’s 

business goals 0.0 0 0.0 0 0.0 0 15.4 4 84.6 22 4.85 

Compliance with 

security requirements 

imposed by clients 0.0 0 0.0 0 0.0 0 38.5 10 61.5 16 4.62 

Enabler for digital 

transformation 0.0 0 0.0 0 0.0 0 7.7 2 92.3 24 4.92 

Safeguard of humans 0.0 0 0.0 0 0.0 0 26.9 7 73.1 19 4.73 

Increase of 

efficiency/cost reduction 0.0 0 0.0 0 3.85 1 3.9 1 92.3 24 4.88 

 

From Table 4-14, it can be inferred most respondents surveyed concentrated their 

responses on level 5 (Very Strong). None of the respondents was below level 4 (Strong).  

 

6.  Ample Resources 

Ample resources returned a strong response from the surveyed banks. On a scale 

of 1 (most important) to 7 (least important), the mean weighted response was 1.81 



68  

  

indicating that availability of ample resources is an ingredient to building stronger 

cyber-resilience. 

The construct sought to understand human resource capacity and the bank’s 

perception to its adequacy and budget allocations. We performed a one-tailed 

correlation to understand the relationship directions of the key indicators for human 

resource capacity. The findings are shown on Table 4-15. 

Full-time headcount (FHE) of the whole bank staff has a positive correlation 

coefficient of .528 with Full-time-equivalent (FTE) headcount of IT security staff, with 

significance of .003. Compared with the research’s level of significance (p-value) 

of .005, the findings indicate that this correlation is statistically significant confirming 

that the total number of staff in the organisation significant affect the number of hires 

for IT security department. However, against the Targeted IT security headcount, it 

shows that most banks surveyed were arbitrary in their numbers. At a significance of .09  

(more than the p-value significance of .05) and the correlation coefficient of .272, this 

is a weak correlation, hence the conclusion that these values were by chance. 

 

Table 4-15: Pearson correlation- Staff head counts 

 The full-time 

headcount of 

your national 

organization 

full-time 

equivalent 

(FTE) 

headcount of 

your IT 

security 

function 

Target full-

time 

equivalent 

(FTE) 

headcount for 

cyber 

resilience 

The full-time 

headcount of 

your national 

organization. 

Pearson 

Correlation 

1 .528** .272 

Sig. (1-tailed)  .003 .090 

full-time 

equivalent (FTE) 

headcount of 

your IT security 

function 

Pearson 

Correlation 

.528** 1 .333* 

Sig. (1-tailed) .003  .048 

Target full-time 

equivalent (FTE) 

headcount for 

cyber resilience 

Pearson 

Correlation 

.272 .333* 1 

Sig. (1-tailed) .090 .048  

*. Correlation is significant at the 0.05 level (1-tailed). 
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As there is no standard rule for staff capacity for achieving cyber-resilience per 

organisation, the result appear to suggest that the arbitrary staffing shows that each bank 

implements its own staffing capacity.  

Taken from another angle by comparing the same variables against budget, it can 

be inferred from Table 4-16 below, that there are very low coefficient factors (.316 

and .091), and significant values are more than p-value of .05 (.058 and .329). 

Conclusively, the budget values are arbitrary and by chance and have no relationship 

with staffing capacity. In this circumstance, it is possible that budget figures indicated 

by the respondents could have included other elements other than just cyber-security. 

 

Table 4-16: Pearson Correlation of IT security headcount vs targeted headcount 

 Cyber 

security 

budget 

full-time 

equivalent (FTE) 

headcount of your 

IT security 

function 

Target full-time 

equivalent 

(FTE) headcount 

for cyber 

resilience 

Cyber security 

budget 

Pearson 

Correlation 1 .316 .091 

Sig. (1-

tailed)  .058 .329 

full-time 

equivalent (FTE) 

headcount of 

your IT security 

function 

Pearson 

Correlation .316 .316 .091 

Sig. (1-

tailed) .058  .048 

Target full-time 

equivalent (FTE) 

headcount be to 

achieve cyber 

resilience 

Pearson 

Correlation .091 .333* 1 

Sig. (1-

tailed) .329 .048  

*. Correlation is significant at the 0.05 level (1-tailed). 

 

7.  Agility 

Agility as defined by Worley et al. (2014), is the ability for banks to make timely, 

effective and sustained response to a changing circumstance. A number of indicators 

were formulated to measure this construct. 
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On a scale of 1 (most important) to 7 (least important), respondents were asked 

to rate how important Agility is to their quest for cyber-resilience. Even though the 

overall weighted mean of the responses rated 1.85 (equivalent to “Important”), the 

breakdown on the responses that influence Agility exposed the problematic area. The 

result is shown in Table 4-17. 

 

Table 4-17: Assessing factors that influence Agility 

 1 2 3 4 5  

 Very Low Low Moderate High Very High Mean 

  1 or 2 3 or 4 5 or 6 7 or 8 9 or 10  

  % f % f % f % f % f  

The bank’s ability to 

prevent a cyber-attack. 0.0 0 0.0 0 0.0 0 46.2 12 53.9 14 4.5 

The ability to quickly 

detect a cyber-attack 0.0 0 0.0 0 0.0 0 50.0 13 50.0 13 4.5 

The bank’s ability to 

contain a cyber-attack. 0.0 0 0.0 0 0.0 0 50.0 13 50.0 13 4.5 

How valuable cyber-

resilience is to the Bank. 0.0 0 0.0 0 0.0 0 34.5 9 65.4 17 4.7 

The importance of having 

skilled cybersecurity 

professionals in your 

(CSIRP). 0.0 0 0.0 0 0.0 0 38.5 10 61.5 16 4.6 

How difficult it is for the 

bank to hire and retain 

skilled IT security 

personnel 42.3 11 15.4 4 0.0 0 19.2 5 23.1 6 2.7 

Weighted average 1.85 ( extrapolated as Important)  

 

The findings indicate that banks are having a problem hiring skilled IT security 

personnel who can champion cybersecurity and cyber-resilience. This is not a new 

problem; it transcends Kenyan borders. Serianu (2017) highlights the skills shortage in 
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cybersecurity in Kenya as one of the greatest contributor to vulnerabilities. A similar 

question in Ponemon’s research in 2018 (Ponemon, 2019) indicates that the problem 

improved marginally in 2018 (75% of respondents) over 2017 research (77% of 

respondents). This could explain why Agility was one of the two worst performing 

constructs, second to Security Posture. 

8.  Strong Security Posture 

As has been noted, as a construct variable, Strong Security Posture had the lowest 

rating of all constructs. The importance of Strong Security Posture was indicated by 

surveyed banks as “Important” underpinning its significance in cyber-resilience. 

Analysing Security Posture required fielding numerous questions to the 

respondents covering many aspects of cybersecurity such as in-depth security 

implementations, advancement in tools, cybersecurity maturity, number of reported 

incidents and those thwarted – basically, a measure of success rates in preventing 

incidents and ensuring availability of business operations. The ultimate goal of Strong 

Security is to ensure the three core principles of security are ensure: availability, 

integrity and confidentiality. 

 

Cybersecurity Maturity level 

Respondents were asked to indicate their cybersecurity maturity based on a four-

stage model defined by Ponemon (Ponemon, 2018c). At the infant stages, there is Early 

stage. At this stage, many cybersecurity program activities have not yet been planned 

or deployed; at Middle stage, cybersecurity program activities are planned and defined 

but only partially deployed; at Late-middle stage, many cybersecurity program 

activities are deployed across the enterprise, finally, Mature stage. At this stage, core 

cybersecurity program activities are deployed, maintained and/or refined across the 

enterprise. The response data is summarised in table 4-18. 
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Table 4-18: What best describes the maturity level of the bank's cybersecurity 

program or activities? 

Answer Choices Responses 

 % f 

Early stage – many cybersecurity program activities have 

not as yet been planned or deployed 0.00% 0 

Middle stage – cybersecurity program activities are 

planned and defined but only partially deployed 23.08% 6 

Late-middle stage – many cybersecurity program 

activities are deployed across the enterprise 46.15% 12 

Mature stage – Core cybersecurity program activities are 

deployed, maintained and/or refined across the enterprise 30.77% 8 

 

The findings indicate that out of all the banks surveyed, only eight banks 

(30.77%) have attained a full maturity stage status. The modal maturity stage is Late-

middle representing 12 banks (46.15%). 

When correlated with cyber security budget per bank, the findings indicate that 

the correlation factor is positive at .536, significant at .002. With Significant value less 

than p-value .005, the correlation value is significant, suggesting that there is a strong 

positive relationship. Hence, it is appropriate to infer that higher budget for cyber 

security contributed to maturity factors. Hence, bigger banks with disposable budget 

have a higher chance to accelerate cyber security maturity level and hence, cyber-

resilience. 

4.4 Test of Hypotheses Analysis of Variance 

The structural conceptual model consisted of nine null hypotheses. Regression 

model and analysis of variance (ANOVA) were used as tools to test the relationship 

between variables and to understand the effects the independent variables have on 

dependent variables. Specifically, ANOVA was used to test for hypothesis as defined 
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in section 3.12.3.   The summary of the hypothesis test results are shown in table 4-19 

below: 

 Assumptions for the tests were: Alpha 𝛼 Significance level of .05;  

 degree of freedom df(1,24) 

 Decision: 

o If  F-Value> F-critical  - reject null Hypothesis;  

o If F-Value<F-critical - accept null hypothesis 

o For Hypothesis 𝐻01 –  

 Reject 

 If N>13; weighted mean >=3  

 Accept 

 If N>13; weighted mean <3  
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Table 4-19: Summary of Status of Hypothesis testing 

Null Hypotheses 

 

𝑹𝟐 p-

value 

F-

value 

F-

critical 

Decision 

F-Value >  

F-critical 

Null 

Hypothesis 

Status 

𝑯𝟎𝟏 : Majority of banks in 

Kenya are not cyber-resilient 

All banks (N=26) weighted mean > 3 

(Strong) 

Rejected 

𝑯𝟎𝟐 : Agility factors do not 

have an effect on cyber-

resilience enhancement 

perceptions in banks. 

.177 .03 5.15 4.26 True  Rejected 

𝑯𝟎𝟑: Preparedness factors do 

not have an effect on cyber-

resilience enhancement 

perceptions in banks. 

0.41 .32 1.03 4.26 False Accepted 

𝑯𝟎𝟒: Strong security posture 

has no bearing on cyber-

resilience enhancement 

perceptions in banks. 

.13 .07 3.72 4.26 False Accepted 

𝑯𝟎𝟓 : Redundancy planning 

has no effect on cyber-

resilience enhancement 

perceptions in banks. 

.25 .01 7.92 4.26 True Rejected 

𝑯𝟎𝟔 : Knowledgeable and 

expert staff have no effect on 

cyber-resilience enhancement 

perceptions in banks. 

.39 .00 15.17 4.26 True Rejected 

𝑯𝟎𝟕: Ample resources do not 

have effect on cyber-resilience 

enhancement perceptions in 

banks. 

.35 .00 12.64 4.26 True Rejected 

𝑯𝟎𝟖 : Governance, leadership 

and compliance factors have no 

.23 .01 7.04 4.26 True Rejected 
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Null Hypotheses 

 

𝑹𝟐 p-

value 

F-

value 

F-

critical 

Decision 

F-Value >  

F-critical 

Null 

Hypothesis 

Status 

effect on cyber-resilience 

enhancement perceptions in 

banks. 

Classification and risk profiling 

of assets have no bearing on 

cyber-resilience enhancement 

perceptions in banks 

.21 .02 6.28 4.26 True Rejected 

 

SPSS was used to fit the simple linear regression model over all dependent and 

independent variables together as group, the output is a model summary (Table 4-20), 

an ANOVA analysis (Table 4-21) and a coefficients table (Table 4-22). From Table 4-

20, the value of 𝑅2 (.59) predicts the variance accounted for by the predictor variables 

included in the model. As to whether this contribution is statistically significant, we 

compared the   p-value (sig=.027) from ANOVA table (Table 4-22) with alpha value 

(.05). Since p<.05, it means that the values of the model are significant.  

In conclusion, the overall regression model shown is significant, F(8.17)=3.00, 

p=.027, 𝑅2=.59. It also indicates that this regression analysis is statistically significant 

in that when all the predictors are taken together as a group, they predict Cyber-

resilience perception significantly.  

 

Table 4-20: Model Summary – all variables together 

Model R R Square Adjusted R 

Square 

Std. Error of the Estimate 

1 .765a .585 .390 .19777 

a. Predictors: (Constant), 8. Strong Security Posture, 7. Agility, 2. Planned Redundancies, 1. 

Preparedness, 3. Knowledgeable or Expert Staff, 5. Asset Classification & Risk Profiling, 6. 

Ample Resources, 4. Governance, Leadership & Compliance 

 



76  

  

Table 4-21: ANOVAa– all variables together 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .939 8 .117 3.001 .027b 

Residual .665 17 .039   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 8. Strong Security Posture, 7. Agility, 2. Planned Redundancies, 1. 

Preparedness, 3. Knowledgeable or Expert Staff, 5. Asset Classification & Risk Profiling, 6. 

Ample Resources, 4. Governance, Leadership & Compliance 

 

Table 4-22: Coefficientsa– all variables together 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 
B Std. Error Beta 

1 (Constant) -1.582 2.219  -.713 .486 

1. Preparedness .205 .227 .169 .900 .381 

2. Planned Redundancies .039 .150 .064 .261 .798 

3. Knowledgeable/Expert 

Staff 
.368 .302 .291 1.220 .239 

4. Governance, Leadership 

& Compliance 
.434 .517 .214 .840 .413 

5. Asset Classification & 

Risk Profiling 
.126 .351 .078 .359 .724 

6. Ample Resources .076 .241 .074 .314 .758 

7. Agility .546 .286 .380 1.907 .074 

8. Strong Security Posture -.016 .487 -.006 -.032 .974 

a. Dependent Variable: 9. Perception to Cyber-resilience 
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4.4.1 Test of Hypotheses per predictor variables 

There are nine null hypotheses to test as part of this research (see table 4-19). 

Test of Hypothesis two 

Null Hypothesis 𝐻𝑂2 Agility factors do not have an effect on cyber-resilience 

enhancement perceptions in banks 

Alternate Hypothesis 𝐻𝐴2 Agility factors have an effect on cyber-resilience 

enhancement perceptions in banks 

 

By generating a linear regression model of the Agility predictor variable against 

dependent variable (Cyber-resilience perception), table 4-23 shows the output of the 

model summary. The output shows an 𝑅2=.177.  

Table 4-23 Model Summary for Agility 

Model R R-Square Adjusted R-Square Std. Error of the Estimate 

1 .420a 0.177 0.142 0.235 

     

a. Predictors: (Constant), 7. Agility 

 

The 𝑅2 value indicates that 17.7% of the variance in Cyber-resilience perception 

can be attributed to or be explained uniquely by Agility factors.  As to whether this is a 

significant contribution, can be explained further by the ANOVA results on Table 4-24. 

Using alpha value=.05, degree of freedom df(1,24) to derive f-critical value =4.26 from 

the F-distribution table.  

Test: F-value (5.15) is greater than f-critical(4.26). 

Decision: The null hypothesis is, rejected. 

Conclusion: The findings therefore indicate that the variance in Cyber-resilience 

perception can be attributed to or be explained by Agility factors.  
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 Table 4-24 Analysis of variance (ANOVAa) for Agility perceptions on cyber-

resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .283 1 .283 5.151 .033b 

Residual 1.321 24 .055   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 7. Agility 

 

Test of Hypothesis three 

Null Hypothesis𝐻𝑂3 Preparedness factors do not have an effect on cyber-

resilience enhancement perceptions in banks 

Alternate Hypothesis 𝐻𝐴3 Preparedness factors have an effect on cyber-resilience 

enhancement perceptions in banks. 

 

Table 4-25 shows the output of the linear regression model summary for 

Preparedness. The output shows 𝑅2=.041.  

 

Table 4-25 Model Summary for Preparedness 

Model R R Square Adjusted  Square Std. Error of 

the Estimate 

1 .203a .041 .001 .25313 

a. Predictors: (Constant), 1. Preparedness 
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The significance of the 𝑅2 is confirmed by an F-test. Taking alpha significance 

level (.05), degree of freedom df(1,24) from table 4-27, F-value (1.03) to derive critical 

f-value from F-Distribution tables as 4.26. 

Test:  F-value (1.03) < F-critical value (4.26).   

Decision:  Null hypothesis is accepted. 

Conclusion: The analysis leads to acceptance of the null hypothesis𝐻𝑂3 , and the 

conclusion that Preparedness factors did not have an effect on respondents cyber-

resilience enhancement perceptions in banks. 

Table 4-26 Coefficientsa for Preparedness perceptions on cyber-resilience 

 Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

B Std. Error Beta   

Model  

1 

(Constant) .760 .990  3.799 .001 

1. Preparedness 246 .242 .203 1.017 .320 

a. Dependent Variable: 9. Perception to Cyber-resilience 

 

Table 4-27 Analysis of variance (ANOVAa) for Preparedness perceptions on 

cyber-resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .066 1 .066 1.033 .320b 

Residual 1.538 24 .064   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 1. Preparedness 
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Test of Hypothesis Four 

Null Hypothesis𝐻𝑂4 Strong security posture has no bearing on cyber-

resilience enhancement perceptions in banks 

Alternate Hypothesis 𝐻𝐴4 : Strong security posture has bearing on cyber-

resilience enhancement perceptions in banks. 

 

The linear regression model summary for the Strong Security Posture predictor 

variable against dependent variable (Cyber-resilience perception) is shown in table 4-

28. The output shows the coefficient of determination 𝑅2 value =.13.  

Table 4-28 Model Summary for Strong Security Posture 

Model R R Square Adjusted R Square Std. Error of the Estimate 

1 .366a .134 .098 .24055 

a. Predictors: (Constant), 8. Strong Security Posture 

 

Using an F-test to confirm the significance of the 𝑅2 , we take alpha significance 

level as (.05), degree of freedom df(1,24) from table 4-29, F-value (3.72) from table 4-

29 to derive critical f-value from F-Distribution tables as 4.26. 

Test:  F-value (3.72) < F-critical value (4.26).  

Decision:  Null hypothesis is Accepted. 

Conclusion: Consequently, even though the value of 𝑅2(.13) shows that 13% of the 

variance in Cyber-resilience perception can be explained by factors implemented in 

Strong Security Posture, that contribution is too insignificant to be used to accept the 

null hypothesis, judging from the perspective of the respondents. 
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Table 4-29 Analysis of variance (ANOVAa) for Strong Security posture 

perceptions on cyber-resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .215 1 .215 3.718 .066b 

Residual 1.389 24 .058   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 8. Strong Security Posture 

  

Table 4-30 Coefficientsa for Strong Security posture perceptions on cyber-resilience 

 Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

B Std. Error Beta   

Model 

1 

(Constant) 2.244 1.308  1.716 .099 

8. Strong 

Security posture 

.924 .479 .366 1.928 .066 

a. Dependent Variable: 9. Perception to Cyber-resilience 
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Test of Hypothesis Five 

Null Hypothesis𝐻𝑂5 Redundancy planning has no effect on cyber-resilience 

enhancement perceptions in banks 

Alternate Hypothesis 𝐻𝐴5 Redundancy planning has effect on cyber-resilience 

enhancement perceptions in banks. 

 

Table 4-31 shows the summary of the computed regression model. The regression 

model has been used to predict the Cyber-resilience perception based on variations in 

Redundancy Planning factors. The model has a coefficient of determination 𝑅2 = .25 

(from table 4-31), suggesting that the proportion of variance in Cyber-resilience 

perception explained by Redundancy Planning as a factor of cyber-resilience is 25%.  

Table 4-31 Model Summary for Redundancy Planning 

Model 
R 

R Square Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .498a .248 .217 .22415 

a. Predictors: (Constant), 2. Planned Redundancies 

 

Using an F-test to confirm the significance of the 𝑅2 , we take alpha significance 

level as (.05), degree of freedom df(1,24) from table 4-32, F-value (7.92) from table 4-

32 to derive critical f-value from F-Distribution tables as 4.26. 

Test:  F-value (7.92) > F-critical value (4.26).  

Decision:  Null hypothesis is Rejected. 

Conclusion: The findings indicate that 25% of cyber-resilience can be explained 

Redundancy Planning factors. The research findings lead to the conclusion that 

respondents perception of the effects of Redundancy Planning on cyber-resilience were 

significant enough to warrant rejection of the null hypothesis.  
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 Table 4-32 Analysis of variance (ANOVAa) for Redundancy Planning effects 

on cyber-resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .398 1 .398 7.924 .010b 

Residual 1.206 24 .050   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 2. Planned Redundancies 

 

Table 4-33 Coefficientsa for Redundancy Planning effects on cyber-resilience 

 Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

B Std. Error Beta   

Mode

l  

(Constant) .664 .394  9.310 000 

8. Strong Security 

posture 
305 .108 

.498 
2.815 010 

a. Dependent Variable: 9. Perception to Cyber-resilience 
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Test of Hypothesis Six 

Null Hypothesis𝑯𝑶𝟔:  Knowledgeable and expert staff have no effect on cyber-

resilience enhancement perceptions in banks. 

Alternate Hypothesis 𝑯𝑨𝟔:  Knowledgeable and expert staff have effect on cyber-

resilience enhancement perceptions in banks. 

 

The linear regression model summary for the Knowledgeable or expert staff 

predictor variable against dependent variable (Cyber-resilience perception), is shown 

in table 4-34. The output shows the coefficient of determination 𝑅2 value =.39.  

Table 4-34 Model Summary for Knowledgeable or Expert Staff 

Model 
R R Square 

Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .622a .387 .362 .20235 

a. Predictors: (Constant), 3. Knowledgeable or Expert Staff 

 

Using an F-test to confirm the significance of the 𝑅2  value, we take alpha 

significance level as (.05), degree of freedom df(1,24) from table 4-35, F-value (15.17) 

from table 5-32 to derive critical f-value from F-Distribution tables as 4.26. 

Test:  F-value (15.17) > F-critical value (4.26).  

Decision:  Null hypothesis is Rejected. 

Conclusion: The findings indicate that contribution by Knowledgeable/Expert staff as 

effects on cyber-resilience was significant at the 𝑅2 value of .39. The findings of this 

test lead to the conclusion that respondents perception of the effects of promoting Staff 

awareness and Expertise on cyber-security factors were significant enough to warrant 

rejection of the null hypothesis.  
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Table 4-35 Analysis of variance (ANOVAa) for Knowledgeable or Expert Staff effects 

on cyber-resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .621 1 .621 15.174 .001b 

Residual .983 24 .041   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 3. Knowledgeable or Expert Staff 

 

Table 4-36 Coefficientsa for Knowledgeable or Expert Staff on cyber-resilience 

 Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

B Std. Error Beta   

Model  

1 

(Constant) .360 .875  1.555 133 

3 Knowledgeable 

or Expert Staff 
.787 .202 .622 3.895 .001 

a. Dependent Variable: 9. Perception to Cyber-resilience 
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Test of Hypothesis Seven 

Null Hypothesis𝑯𝑶𝟕:  Ample resources do not have effect on cyber-resilience 

enhancement perceptions in banks 

Alternate Hypothesis 𝑯𝑨𝟕:  Ample resources factors affect cyber-resilience 

enhancement perceptions in banks. 

 

A linear regression model for summary for Ample Resources predictor variable 

against dependent variable (Cyber-resilience perception) was produced using SPSS as 

shown in table 4-37. Also, ANOVA results are also provided on table 4-38. 

Table 4-37 indicates a computed 𝑅2 of .35. To test whether this is significant, an 

F-test is performed, using alpha significance level as (.05), degree of freedom df(1,24) 

from table 4-38, F-value (12.64) from table 4-38 to derive critical f-value from F-

Distribution tables as 4.26. 

Test:  F-value (12.64) > F-critical value (4.26).  

Decision:  Null hypothesis is Rejected. 

Conclusion: The findings indicate that 35% of cyber-resilience perceptions can be 

explained by Ample Resources. The findings of this test lead to the conclusion that 

there is strong significance that factors of Ample Resources for cyber-security have an 

effect on cyber-resilience perception.  

Table 4-37 Model Summary for Ample resources 

Model R R Square Adjusted R 

Square 

Std. Error of the 

Estimate 

1 .587a .345 .318 .20923 

a. Predictors: (Constant), 6. Ample Resources 
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Table 4-38 Analysis of variance (ANOVAa) for Ample resources effects on 

cyber-resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .553 1 .553 12.638 .002b 

Residual 1.051 24 .044   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 6. Ample resources 

 

Table 4-39 Coefficientsa for Ample resources on cyber-resilience 

 Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

B Std. Error Beta   

Model  

1 

(Constant) .163 .452  .992 .000 

6. Ample 

resources 
.602 .169 .587 .555 .002 

a. Dependent Variable: 9. Perception to Cyber-resilience 
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Test of Hypothesis Eight 

Null Hypothesis𝑯𝑶𝟖:  Governance, leadership and compliance factors have 

no effect on cyber-resilience enhancement perceptions 

in banks. 

Alternate Hypothesis 𝑯𝑨𝟖:  Governance, leadership and compliance factors affect 

cyber-resilience enhancement perceptions in banks. 

 

Table 4-40 shows the summary of the computed simple linear regression model. 

The regression model has been used to predict the Cyber-resilience perception based 

on variations in factors of Governance, leadership and compliance. The model has 

computed a coefficient of determination 𝑅2 = .23 (from table 4-40), indicating that the 

proportion of variance in Cyber-resilience perception explained by Governance, 

leadership and compliance as factors of cyber-resilience is 23%.  

Table 4-40 Model Summary for Governance, Leadership & Compliance 

Model 
R 

R Square Adjusted R 

Square 

Std. Error of the Estimate 

1 .476a .227 .195 .22731 

a. Predictors: (Constant), 4. Governance, Leadership & Compliance 

 

Acceptance of this 𝑅2 value is pegged on its significance. To test whether this is 

significant, an F-test is performed, using alpha significance level as (.05), degree of 

freedom df(1,24) from table 4-41, F-value (7.04) from table 4-41 to derive critical f-

value from F-Distribution tables as 4.26. 

Test:  F-value (7.04) > F-critical value (4.26).  

Decision:  Null hypothesis is Rejected. 

Conclusion: The findings indicate that 23% of cyber-resilience perceptions can be 

explained by Governance, leadership and compliance effects. The research concludes 
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that respondents perception of the effects of Governance, leadership and compliance on 

cyber-security and cyber-resilience was significant enough to warrant rejection of the 

null hypothesis. Thus, it can be deduced that banks strongly agreed that Governance, 

leadership and compliance factors affect cyber-resilience enhancement perceptions in 

banks. 

Table 4-41 Analysis of variance (ANOVAa) for effects of Governance, 

Leadership and Compliance on cyber-resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .364 1 .364 7.042 .014b 

Residual 1.240 24 .052   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 4. Governance, Leadership & Compliance 

 

Test of Hypothesis Nine 

Null Hypothesis𝑯𝑶𝟗:  Classification and risk profiling of assets have no 

bearing on cyber-resilience enhancement perceptions 

in banks 

Alternate Hypothesis 𝑯𝑨𝟗:  Classification and risk profiling of assets have bearing 

on cyber-resilience enhancement perceptions in banks. 

 

Simple linear regression has been used to show the behavior of cyber-resilience 

perception reacts when factors for Asset classification and risk profiling are applied. 

Table 4-43 shows an output summary of the linear regression model done using SPSS. 

The table shows that the variance in Cyber-resilience perception is explained by an 𝑅2 

value of .21 (from table 4-43) equivalent to 21%.  

An F-test is performed to confirm significant of the 𝑅2 and to test for hypothesis. 

Using alpha significance level as (.05), degree of freedom df(1,24) from table 4-44, F-

value (7.04) from table 4-44 to derive critical f-value from standard F-distribution tables 

as 4.26. 
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Test:  F-value (6.283) > F-critical value (4.26).  

Decision:  Null hypothesis is Rejected. 

Conclusion: The findings indicate that 21% of cyber-resilience perceptions is attributed 

to by effects of Asset Classification and risk profiling. The research concludes that this 

contribution by Asset Classification and risk profiling was was significant enough to 

warrant rejection of the null hypothesis.  

 

Table 4-43 Model Summary for Asset Classification & Risk Profiling 

Model 
R 

R Square Adjusted R 

Square 

Std. Error of the Estimate 

1 455a .207 .174 .23014 

     

a. Predictors: (Constant), 5. Asset Classification & Risk Profiling 

 

Table 4-44 Analysis of variance (ANOVAa) for effects of Asset Classification 

& Risk Profiling on cyber-resilience 

Model 

Sum of 

Squares df Mean Square F Sig. 

1 Regression .333 1 .333 6.283 .019b 

Residual 1.271 24 .053   

Total 1.604 25    

a. Dependent Variable: 9. Perception to Cyber-resilience 

b. Predictors: (Constant), 5. Asset Classification & Risk Profiling 

 

  



91  

  

 

Test of Hypothesis One 

Null Hypothesis𝑯𝑶𝟏:  Majority of banks in Kenya are not cyber-resilient 

Alternate Hypothesis 𝑯𝑨𝟏:  Majority of banks in Kenya are cyber-resilient. 

 

In validating this hypothesis, the research based its facts on the outcome of the 

survey, relied on to provide concrete validation whether banks in Kenya are cyber-

resilient or not. From raw responses, weighted mean were computed and rank-scored  

according to a defined scale in table 3-2. 

At the lowest level, respondent have been ranked according to weighted mean 

based on their response characteristics. Full data is shown in Appendix C (table C-3). 

The data in table D-1 has been analysed per respondent by their research code to provide 

the ranking below. The result of the individual respondent ranking is shown in table 4-

46 below. 

 

  Table 4-46: Cyber-resilience weighted mean and strength grade score 

Position Respondent 

Code 

Weighted 

Mean 

Grade 

Score 

Position Respondent 

Code 

Weighted 

Mean 

Graded 

Score 

1 BNK024 3.88 4 14 BNK025 3.57 4 

2 BNK018 3.83 4 15 BNK007 3.56 4 

3 BNK032 3.74 4 16 BNK028 3.56 4 

4 BNK040 3.71 4 17 BNK026 3.55 4 

5 BNK037 3.69 4 18 BNK039 3.55 4 

6 BNK022 3.68 4 19 BNK023 3.53 4 

7 BNK019 3.66 4 20 BNK002 3.50 4 

8 BNK013 3.65 4 21 BNK016 3.50 4 
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9 BNK027 3.65 4 22 BNK034 3.50 4 

10 BNK012 3.63 4 23 BNK010 3.48 4 

11 BNK021 3.63 4 24 BNK035 3.41 4 

12 BNK030 3.62 4 25 BNK005 3.39 4 

13 BNK003 3.60 4 26 BNK020 3.23 4 

 

The result reveals that all the respondent banks (100%, N=26) yielded weighted 

means greater than 3 (minimum mean =3.23, maximum =3.88), the level for a Strong 

cyber-resilience strength, as per the grading scale on table 3-2. It is fair to submit that 

all the banks surveyed exhibited a Strong cyber-resilience strength. The listing also 

serves as the ranking of cyber-resilience in which BNK024 can be inferred as the best 

performer, scoring 3.88 (Strong).  

Cyber-resilience respondent rating per constructs 

The result above is elaborated further in the respondents breakdown per construct 

in Table 4-47. For each respondent, the weighted mean score and the Graded Strength 

score are by each construct is shown per respondent. 

The result shows that BNK24 attained best weighted mean for Strong Security 

posture (M=2.98, “Moderate”), Agility was led by BNK12 (M=3.17, “Strong”), 

Governance, leadership and compliance (BNK040, M=3.90, “Strong”). 
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Table 4-47: Grading of Respondent cyber-strength per construct (n=26) 

 

 

 

Cyber-resilience measurement constructs  
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 8 7 6 5 4 3 2 1  

 RESPONDENT 

RESEARCH 

CODE 

Mean 

Grade 

Mean 

Grade 

Mean 

Grade 

Mean 

Grade 

Mean 

Grade 

Mean 

Grade 

Mean 

Grade 

Mean 

Grade 

Overall 

Weighted 

Mean 

1 BNK002 2.73 2.67 3.00 4.00 3.74 4.29 3.50 4.07 3.50 

2 BNK003 2.84 3.13 3.25 4.17 3.75 4.43 3.25 4.00 3.60 

3 BNK005 2.73 2.58 2.88 3.94 3.71 3.86 3.25 4.14 3.39 

4 BNK007 2.80 2.83 3.00 4.17 3.85 4.29 3.75 3.79 3.56 

5 BNK010 2.55 2.58 3.13 4.00 3.74 4.29 3.50 4.07 3.48 

6 BNK012 2.64 3.17 3.38 4.17 3.78 4.43 3.75 3.71 3.63 

7 BNK013 2.75 3.04 3.25 4.17 3.76 4.43 3.75 4.07 3.65 

8 BNK016 2.67 2.83 3.13 4.06 3.82 4.43 3.25 3.79 3.50 

9 BNK018 2.89 3.00 3.50 4.28 3.72 4.43 4.25 4.57 3.83 

10 BNK019 2.84 2.71 3.13 4.17 3.88 4.43 3.75 4.36 3.66 

11 BNK020 2.71 3.13 2.88 3.72 3.29 3.71 2.50 3.93 3.23 

12 BNK021 2.67 2.79 3.50 4.17 3.72 4.43 3.50 4.29 3.63 

13 BNK022 2.85 3.04 3.50 4.17 3.78 4.43 3.50 4.21 3.68 

14 BNK023 2.67 2.83 3.50 4.11 3.66 4.43 3.25 3.79 3.53 

15 BNK024 2.98 3.00 3.50 4.33 3.99 4.43 4.75 4.07 3.88 

16 BNK025 2.67 2.75 2.88 4.17 3.63 4.43 4.00 4.07 3.57 

17 BNK026 2.80 2.83 3.00 4.00 3.76 4.29 3.50 4.21 3.55 

18 BNK027 2.73 3.13 3.38 4.06 3.82 4.43 3.75 3.93 3.65 

19 BNK028 2.73 2.88 3.13 3.67 3.84 4.29 3.75 4.21 3.56 
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20 BNK030 2.79 2.92 3.13 4.17 3.71 4.43 3.50 4.36 3.62 

21 BNK032 2.67 3.08 3.38 4.17 3.85 4.43 4.00 4.36 3.74 

22 BNK034 2.84 2.83 2.88 4.17 3.71 4.43 3.25 3.93 3.50 

23 BNK035 2.54 2.63 2.75 4.17 3.69 3.86 3.50 4.14 3.41 

24 BNK037 2.68 3.04 3.38 4.17 3.84 4.43 4.00 4.00 3.69 

25 BNK039 2.78 2.83 3.13 4.06 3.85 4.29 3.50 4.00 3.55 

26 BNK040 2.89 2.92 3.50 4.22 3.90 4.43 3.50 4.29 3.71 

 Mean 3.00 3.31 3.69 4.77 4.00 4.88 4.04 4.62  

 

Cyber-resilience rating by constructs 

At a higher level, weighted means were computed and aggregated per construct, 

as shown in Table 4-48. Table 4-48 also shows corresponding ranking grade 

description. 

Table 4-48: Weighted mean of Cyber-strength by constructs 

 Mean 

Std. 

Deviation N 

Ranking 

grade 

Ranking 

Description 

1. Preparedness 4.09 .21 26 5 Very Strong 

2. Planned Redundancies 3.61 .41 26 4 Strong 

3. Knowledgeable or Expert Staff 4.32 .20 26 5 Very Strong 

4. Governance, Leadership & 

Compliance 3.72 .12 26 4 Strong 

5. Asset Classification & Risk 

Profiling 4.05 .16 26 5 Very Strong 

6. Ample Resources 2.66 .25 26 3 Moderate 

7. Agility 2.73 .18 26 3 Moderate 

8. Strong Security Posture 2.73 .10 26 3 Moderate 

9. Perception to Cyber-resilience 4.76 .25 26 5 Very Strong 
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The result indicates that banks perception to cyber-resilience is Very Strong. The 

weighted mean for Preparedness is M=4.09 with Standard deviation of .21, Staff 

training (M=4.32, SD=.20), Asset classification and risk management (M=4.05, 

SD=.16), Cyber-resilience perception (M=4.76), and on Governance and compliance 

(M=3.72), and Planned redundancies (M=3.61).  The weakest constructs were Agility, 

Secure Posture and Ample resources each returning a mean of 2.66, 2.73, 2.73 

respectively. The standard deviations were below 0.3, suggesting that responses had 

minimal variation. 

Breaking down the above statistics further, the means above are represented by 

the frequencies in table 4-49 below. 

 

Table 4-49: Number of banks categorised by Cyber-resilience strength and 

construct 

Construct 

Very 

Weak Weak Moderate Strong 

Very 

Strong 

1. Preparedness 

   

10 16 

2. Planned Redundancies 

  

1 23 2 

3. Knowledgeable/ Expert Staff 

   

3 23 

4. Governance, Leadership & 

Compliance 

   

26 

 
5. Asset Classification/Risk Profiling 

   

9 17 

6. Ample Resources 

  

26 

  
7. Agility 

  

25 1 

 
8. Strong Security Posture 

  

26 

  
9. Perception to Cyber-resilience 

    

26 

 

4.5 Overall Cyber-resilience score and posture 

Test: 100% of respondents (N=26) scored weighted mean > 3.0 (from table 4-47) 



96  

  

Decision: Weighted mean of 3.0 or more is equivalent to Strong. Over 50% of the banks 

are Strong in Cyber-resilience. Majority of banks are Strong in Cyber-resilience. Null 

hypothesis is rejected. 

Conclusion: From the foregoing results in table 4-46, table 4-47 and table 4-48, and 

using the sampled respondent banks as representing the entire population of banks, it 

can be inferred that majority of banks are strongly cyber-resilient. Thus, the hypothesis 

𝐻01 that banks in Kenya are not cyber-resilient has been rejected based on the statistical 

analysis. 
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CHAPTER FIVE – DISCUSSION, CONCLUSION AND 

RECOMMENDATIONS 

 

5.1 Introduction 

This section presents discussions and counter-arguments from what the results of 

the data analysis reveals. Towards the end of the chapter, a summary of the researcher’s 

conclusions are made and recommendations proposed.  

While the objective to develop a framework appeared achieved, this chapter also 

aims to answer the pertinent question from the research: are Kenyan banks cyber-

resilient? 

5.2 Discussions 

At the onset, the research had set out three key research questions to drive the 

objectives. The discussions that follow flow per research question. 

5.2.1. What are the acceptable instruments and indicators necessary for 

assessing cyber-resilience of Kenyan banks? 

The research has successfully collated developed a localized cyber-resilience 

measurement tool, derived from prior frameworks and literature review, in order to 

make it the tool comprehensive. Measure indicators from prior works from NIST, 

CERT-RMM model, Serianu were combined with Ponemon Institute’s Cyber-

resilience tool to create a local framework known as Cyber-Resilience For Banks 

(CRF4Banks). CRF4Banks incorporates indicators specifically suited for Kenyan 

Banking industry, where certain unique threats exist that are uncommon in developed 

countries – that of mobile money fraud. The also takes into consideration the legal 

framework existing in Kenya besides the international regulations and obligations.   

5.2.2. To what degrees of measure are Banks in Kenya cyber-resilient? 

Using the developed instrument (CRF4Banks), it was possible to measure cyber-

resilience strength of Kenyan banks and to answer this question. One of the null 

hypothesis was that banks in Kenya are not cyber-resilient. In the survey conducted 

using the CRF4Banks instrument, the research was able to measure and grade cyber-
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resilience of the participating banks based on their perception to eight key cyber-

resilience constructs.  

From the survey results, all banks in Kenya that participated (N=26) attained 

weighted mean above 3, which corresponds to grade ranking of “Strong”. This 

represents 65% of the sampled banks, and 59% of all the banks in Kenya. It can be 

concluded that this is representative enough to generalize that banks in Kenya exhibit 

“Strong” cyber-resilience posture. 

A number of indicators contributed to this. Staff education and awareness were 

mentioned factors that contributed to strong cyber-resilience. Other constructs that 

indicate strong areas of focus by banks are Preparedness (weighted mean of 4.09) which 

ensures business continuity and business resilience; Asset classification and risk 

management (weighted mean=4.05). 

 

5.2.3. How many banks in Kenya are prepared if and when a cyberattack 

takes place? 

It has been acknowledged that cyber-attacks are inevitable events, even with the 

most expensive security options. Cyber-resilience attempts to provide an assurance of 

continuity during such moments. From this survey outcome, 100% (N=26) of the 

respondents banks ranked a strong cyber-resilience in all the eight constructs.  

Therefore, all  the banks, were found to be resilient to cyber-attacks. 

5.2.4. Do banks hide vulnerabilities and losses? 

A public perception at the onset of the research indicated that banks may not be 

truthful with information on risks from cyber attacks (Olingo,2018; Ombati, 2017). 

From the research findings, 96% of the surveyed banks reported suspected cyber crime 

to the authorities, for which they left legal processes to take control. However, it 

emerged from the study that the authorities only managed to pursue and conclude 20% 

of the case. It is unclear why this is so, but could be explained by other factors outside 

the purview of this research.  It is therefore conclusive to state that banks have been 

prudent by reporting cases to law enforcers. 
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5.2.5. Discussions on Constructs for measuring cyber-resilience 

From the research findings, respondents indicated that they placed high value on 

Preparedness, Planned Redundancies, Knowledgeable or Expert staff, Governance, 

leaders and compliance, Asset classification and risk profiling as factors important for 

achieving cyber-resilience. Average perceptions were however recorded for Ample 

Resources, Agility and Strong Security Posture. 

After correlating the constructs, the research found that some of the variables had 

an impact on effectiveness of one another. For example, results showed that stronger 

governance, leadership and compliance factors cause a marginal decrease in Agility of 

the IT department in ensuring cyber-resilience. This could explain that stronger 

governance and compliance, (such as strong supervision on policies, regulations, 

compliance and cyber-resilience leadership hierarchy) had a negative bearing on cyber-

resilience. It could also suggest that unwarranted bureaucracies were slowing down 

reaction or response time, and hence affecting other variables such as Preparedness and 

Strong Security Posture. 

 

Preparedness 

All the surveyed banks (10=Strong, 16=Very Strong) indicated strong levels of 

Preparedness, with most (N=23) reporting having a CSIRP reviewed mostly (85% of 

the banks) quarterly. From the results, it appears that there is a unanimity of quarterly 

review of a CSIRP in Kenyan banks even though there is no internationally agreed 

frequency. However, it is essential that this is done as frequently as possible and at 

closer interval due to fast-changing vulnerability landscape, according to Ponemon 

(2019). The existence of a CSIRP, however, is a strong indication of a bank that has 

embraced cyber-resilience, according to Ponemon (2019). Despite this strong rating, 

many more banks (50%) experienced increased volume of cyber-security incidents, and 

a further 81% describing the attacks as more severe. The outcome shows that that no 

matter how strong security principles were implemented, cyber threats will still 

penetrate. The good news is, 77% of the banks indicated that even though the attacks 

were more severe, they rarely or never disrupted business, indicating strong resilience. 

The outcome shows a mix performance when compared to Ponemon’s 2018 research 
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(Ponemon, 2019) in which 26% reported that time had significantly increased, 30% 

(increased), 31% (unchanged), 9% decreased and 3% (decreased significantly).  

 Knowledgeable and expert staff  

According to findings of the research, all surveyed banks (N=26) conduct 

mandatory cyber security awareness, while 96% of the banks sponsor specialized 

training for IT security personal. From the foregoing, there is strong evidence that banks 

have attached great importance to eliminating the weakest point for vulnerabilities in 

any organisation, according to NIST.  

Asset Classification and Risk profiling 

There are a number of factors that drive banks to invest in cyber security. From 

the research outcome, many organisations have placed emphasis on protecting assets 

and reducing risk factors. All the factors for Asset Classification and Risk profiling put 

to the respondents returned weighted means greater than 4 (Very Strong) indicating 

great emphasis banks have on the factors. Of notable concern was the factor “Safeguard 

of humans”. The findings in this research suggest that safeguarding human life is only 

taken as a topmost priority by 73% (N=19) of the respondents. According to NIST Risk 

Management Framework (RMF) principles, any cybersecurity intervention is 

considered a failure if life is lost, regardless of how strong or compliant the procedure 

is, and results in a risk factor of 100% - for example, putting first responders or 

customers at harms-way in an operation to deal with a cyber-threat.  

Leadership and Governance 

Most banks take cognizant of the importance of having a dedicated leader to 

manage cyber-security and manage cyber-resilience. To this effect, may banks (over 

42%, n=11) have had and maintained a CISO for between 4 and 6 years, in an 

environment where skills are few and personnel are difficult to retain.  

Cyber risk insurance 

The inevitability of cyber-attacks makes insurance of assets against such risk 

important. The research sought to know what mechanism banks are using to transfer 

cyber-security risk. Nearly 90% of the banks have not purchased cyber-risk policies. 
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This is an area that needs further research, in order to understand what hinders the 

growth. 

5.3 Summary of main findings 

The key takeaway from this research is that banks in Kenya have made strides in 

adopting best practices to secure their assets against cyber threats. Resilience in the 

cyber-space has a been growing concern for many banks. The following summarise the 

main findings.  

1. The research successful developed a Kenyan-based instrument for assessing 

cyber-resilience status of banks.  

2. Banks in Kenya have a strong cyber-resilience posture. The survey revealed 

that many banks improved on many indicators spanning 2 years: improved 

defense mechanisms, increased use of technology in cybersecurity, 

increased budget, widespread adoption of best –practices, increased budget 

allocation to cyber-security and cyber-resilience, and above all, a major 

security training awareness for staff. 

3. Training of staff on cybersecurity awareness has been a key focus by many 

banks, perhaps an overconcentration. 

4. Majority of banks do not purchase cybersecurity risk transfer (cyber-

insurance) as a risk mitigation measure. It is difficult to understand why, 

considerating the inevitability of cyber-attacks. 

5. Lack of prosecutorial expertise to handle cyber security cases has made it 

difficult to follow up and close cyber crime cases. This could be attributed 

to lack of comprehensive legal framework and digital forensic expertise. 

6. Banks experience some level of difficult in hiring and retaining 

cybersecurity experts. Literature review and cybersecurity reports show that 

there is an acute shortage of cybersecurity experts in Kenya and all 

institutions including banks are pursuing the available few. 

5.4 Conclusion 

The aim of this study was to develop a framework for measuring cyber-resilience 

of banks in Kenya, and to use the framework to assess their cyber-resilience posture. A 

quantitative approach was adopted using a range of complimentary statistical methods. 
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The study has provided insights on the status of cyber-resilience in Kenya banks and 

the current worldview from literature review. It has also identified a range of metrics 

and their groupings (constructs) that befitted as key factors that influence and can be 

used to measure cyber-resilience. Although this was a relatively small-scale study, 

confidence in the generalisability of the findings is enhanced by the fact that there was 

a high level of consistency in the findings, culminating into consistently high scores of 

cyber-resilience among the banks, confirming a notable level of consensus among 

participating banks. 

The eight dominant cyber-resilience constructs that were identified in this 

research should not be considered discrete but as the cyber-security landascape keeps 

on evolving. However, they embody key themes that anchor future research on cyber-

resilience frameworks. Current discourse in cybersecurity is increasingly advocating 

for increased focus on cyber-resilience, on realization that cyber-attacks are inevitable 

eventualities in business enterprises. Since banks share an ecosystem with other 

organisations, cyber-resilience should be given more focus by all enterprises to ensure 

cyber-safety at each level.  

The conclusions drawn from this research are multifold. First, Kenyan banks are 

strong in cyber-resilience. Kenya’s banking sector has embraced cyber-resilience 

principles culminating into a strong rating as witnessed in the research. The apparently 

high level of consistency across the participating banks suggests that the instrument’s 

measurement variables consisted of factors that were generic and relevant to the banks’ 

cyber-resilience. Reponses from the research indicate that there is growing awareness 

and internalization of cyber-resilience in many banks in Kenya and it gradually 

transforming into a healthy cyberspace environment. However, since the cyberspace is 

shared, cyber-resilience needs to permeate into other institutions that collaborate with 

the banking institutions. These is also need to develop an inclusive framework that can 

provide a fair assessment of cyber-resilience of any institution. 

Secondly, developing a framework for measuring cyber-resilience in banks, and 

indeed in other institutions will still be a challenging task due to the ever-evolving threat 

landscape, because of faster obsolescence of tools and methods for assessing cyber-

security. For example, a number of indicators included in the instrument measured 

perceptions on use of current technologies such as artificial intelligence, machine 
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learning and analytics to boost cybersecurity. The relevance of such indicators may 

reduce in future.  

Furthermore, with multiple threat landscape, the number of measurement 

indicators may need to expand in order to measure cyber-resilience comprehensively. 

However, that will become a challenge to research respondents when this is reflected 

in a lengthy questionnaire. 

Finally, having a common cyber-resilience framework is essential in harmonizing 

cyber-resilience assessment. In view of the remit of this study, it is hoped that the 

findings will spur more discussion and development in the cyber-resilience domain. 

 

5.5  Recommendations 

Cyber-resilience is not a destination. Challenges that hinder strengthening of 

cyber-resilience will persist as vulnerabilities become more innovative in order to 

access the prized targets, the banks. Organisations must be ready to adopt the eight 

tenets of cyber-resilience set out in this research in order to become cyber-resilient. 

Based on the research findings, a number of recommendations were been derived. 

With regard to the first research problem, the lack of a locally harmonised 

framework for assessing banks was a challenge. This study has revealed that this can 

be easily solved by wider participation of stakeholders in the banking in the 

development of a unified cyber-resilience framework, in much the same way that there 

exists financial prudential guidelines. This can easily be championed by the regulator 

CBK and the bank’s lobby group, Kenya Bankers Association. 

There is also need to explore and invest in newer technologies that are more 

dynamic in managing cyber-resilience, such as automation, machine learning, artificial 

intelligence and process orchestrations to lessen the effort of threat hunting. 

Automation reduces the time to identify and contain incidents and augment that threaten 

cyber-resilience. It also strengthens cybersecurity incident response plan (CSIRP). 

Second, it enhances threat intelligence with the ability to provide early warnings. Third, 

there are many metrics for measuring threats, therefore, automation reduces the 

complexity of managing cybersecurity. A regular review of internal cyber-security and 

cyber-resilience policies will be healthy way forward. 

Banks should also provide incentives to staff to upskill in cybersecurity and 

resilience. This is because there are less skilled personnel in this area in Kenya.  This 
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will go a long way in alleviating the skill shortage, and deepen discourse on cyber-

resilience. 

Furthermore, Banks and other organisations need to increase adoption of cyber 

insurance as a way of transferring the inevitable cyber risks. 

The government of Kenya should hasten resolution of the recent Computer 

Misuse and Crimes 2018 Act, which is currently under a court suspension. This will 

provide a framework for prosecuting cyber-crime cases, and perhaps increase the 

prosecution success rates. Furthermore, training of law enforcers on digital forensics 

and cyber-crime should be increased. It is not clear how many skilled personnel exist 

in this area in Kenya, but it could be a factor that contributed to the lower success rate 

in prosecuting cases mentioned in the research findings. 

 

5.6 Areas of Further Research 

Cyber-resilience is not a silo effort. As revealed in the research finds, the Mobile 

money transfer and mobile banking were the most used channels to commit cybercrime. 

Vulnerabilities created by third-party systems can result into losses in a banking 

institution. Therefore, in future, cyber-resilience of banks should incorporate financial 

intermediaries such as mobile money operators, money transfer organisations, and bank 

agents. 

The research did not factor in software development life cycle. There is need to 

incorporate these into the framework for measuring cyber-resilience. 

Respondents complained of lengthy questionnaire. This is true because a 

complete characterization of cyber-resilience incorporates huge list of variable metrics. 

There is need to explore options to shorten the instrument’s indicators. 

Many banks indicated that they do not insure against cybercrime losses. This area 

requires further study to understand the contributing factors. 
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APPENDICES 

Table A-1 : Sources of indicators adopted for developing the cyber-resilience framework for Kenyan Banks. 

  CERT-RMM NIST PONEMON OTHERS, CBK SERIANU 

1 Asset Definition and Management Asset Management Agility Governance Cybersecurity 

2 Access Management Business Environment Security Posture Training & Awareness Vulnerability & threat management 

3 Communications Communications  Knowledgeable or expert staff Incident Reporting Governance & Strategy 

4 Compliance Risk Assessment Leadership Risk Mgmt & Assessment Continuous monitoring & incident response 

5 Controls Management  Risk Management Strategy Planned redundancies Outsourcing  

6 Environmental Supply Chain Risk Management Ample resources   

7 Enterprise Focus Identity Management and Access Control Preparedness   

8 External Dependencies Management  Awareness and Training    

9 Financial Resource Management Data Security    

10 Human Resource Management  Information Protection Processes & Procedures    

11 Identity Management  Maintenance    

12 Incident Management and Control Protective Technology    

13 Knowledge & Information Management Anomalies and Events    

14 Measurement and Analysis Security Continuous Monitoring    

15 Monitoring Detection Processes    

16 Organizational Process Definition  Response Planning    

17 Organizational Process Focus  Governance    

18 Organizational Training and Awareness  Analysis  Selected anchor framework 

19 People Management  Mitigation  PONEMON (Current) PONEMON (Adjusted) 

20 Risk Management  Improvements  Agility Agility 

21 Resilience Requirements Development Recovery Planning  Strong Security Posture Strong Security Posture 

22 Resilience Requirements Management    Knowledgeable or expert staff Knowledgeable or expert staff 

23 Resilient Technical Solution Engineering   Leadership Leadership, +Governance and +Compliance 

24 Service Continuity    Planned redundancies Planned redundancies 

25 Technology Management   Ample resources Ample resources 

26 Vulnerability Analysis and Resolution   Preparedness Preparedness 

27 Generic Goals and Practices     + Asset classification and risk management 
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Appendix B – Consolidated List of Variables  

Table B-1: Consolidated List of Variables for measuring cyber-resilience 

        

Part 1. Demographic information 

S1. What best describes your role or area of focus in the bank?  

 IT security operations  

 IT operations  

 Cyber-security incident response team (CSIRT)  

 Business continuity management  

 None of the above 

S2. Please check all the activities that you see as part of your job or role.  

 Managing budgets   Ensuring compliance 

 Evaluating vendors   Ensuring system availability 

 Setting priorities   None of the above 

 Securing systems   

S3. What best describes your position level within the bank?     

 Corporate-level executive  Supervisor 

 Executive/CEO   Staff/technician  

 Director   Administrative 

 Manager   Consultant/contractor 

 Other (please specify) :……………………………………………… 

S4. What best describes your reporting channel or chain of command?  

 CEO/executive committee   Business unit leader or general manager 

 COO or head of operations   Head of compliance or internal audit 

 CFO, controller or head of finance   Head of enterprise risk management 

 CIO or head of corporate IT   Head of IT security 

 Other (please specify): ………………………………………………….. 

S5. What best describes your organization’s primary industry classification?  

 Commercial Bank  
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 Mortgage Bank 

 Deposit Taking Micro Finance  

 Deposit Taking Cooperative Society 

S6. What range best describes the full-time headcount of your national organization?   

 Up to 100  

 101 to 500  

 501 to 1,000  

 More than 1,000  

 

Part 2. Background Questions 

Q1a. In the past 2 years, did your organization have a data breach involving the loss or theft of money 

or data records containing sensitive or confidential customer or business information?  

     Yes                         No                            Unsure 

Q1b. If yes, how frequently did these incidents occur during the past 2 years?  

     Only once             2 to 3 times           4 to 5 times            More than 5 times 

Q2a. In the past 2 years, did your organization have a cybersecurity incident that resulted in a significant 

disruption to your organization’s IT and business processes?  

     Yes                         No                           Unsure 

Q2b. If yes, how frequently did these incidents occur during the past 2 years?  

     Only once             2 to 3 times            4 to 5 times            More than 5 times 

Q2c. In the past 2 years, did your organization experience any of these security threats? (More than one 

choice allowed)    

 Human error 

 IT system failures 

 Data exfiltration 

 Natural or manmade disasters 

 Advanced Persistent Threats (APTs) 

 Third- party glitches 

 Ransomware 

 Web site defacing/web site attack 

 Malicious Physical damage to equipment or infrastructure 

 Compromises based on Man-in-the-middle (MITM) attacks 

Q2d. Did any of the threats experienced above leak to public or press?    

     Yes                         No                           Unsure 
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Q3a. In the past 12 months, how has the volume of cybersecurity incidents changed?  

 Significantly increased   Increased     No increase    Decreased    Significantly decreased 

Q3b. In the past 12 months, how has the severity of security incidents changed?    

 Significantly increased   Increased     No increase    Decreased    Significantly decreased 

Q4. How frequently do disruptions to business processes or IT services occur as a result of cybersecurity 

breaches?  

     Very frequently   Frequently     Somewhat frequently    Rarely    Never 

Using the following 10-point scale, please rate the following items (Q5-Q13) from  

1 = low to 10 = high.  

                                                                               Low        ………….….    High 

 1 or 2 

3 

or 

4 

5 or 6 7 or 8 9 or 10 

Q5. The bank’s cyber resilience stature      

Q6. The bank’s ability to prevent a cyber-attack.      

Q7. The bank’s ability to quickly detect a cyber-attack      

Q8. The bank’s ability to contain a cyber-attack.      

Q9. The bank’s ability to respond to a cyber-attack.      

Q10. How valuable cyber-resilience is to the Bank.      

Q11. The importance of having skilled cybersecurity 

professionals in your cybersecurity incident response plan 

(CSIRP). 

     

Q12. How difficult it is for the bank to hire and retain 

skilled IT security personnel 
     

Q13.  The bank’s ability to comply with the EU General 

Data Protection Regulation. 
     

Q14.  Cybersecurity awareness among staff.      

Q14. Following are 8 factors considered important in achieving a high level of cyber resilience. Please 

rank order each factor from 1 = most important to 7 = least important. 

                                            Most Important        …………...    Least Important 

 1 2 3 4 5 6 7  

Agility          

Preparedness          

Planned redundancies          

Strong security posture          

Knowledgeable or expert staff          

Ample resources          

Governance, Leadership and 

Compliance  
        

Asset Classification and risk 

management 
        
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Q15a. In the past 12 months, how has your organization’s cyber resilience changed?  

 Significantly improved  Improved   Somewhat improved   Declined   No improvement 

Q15b. If your organization has improved its cyber resilience, what caused the improvement? Please 
check your four top choices only.  

 Implementation of new technology, including cyber automation tools such as artificial intelligence 
and machine learning  

 Elimination of silo and turf issues/non-knowledge sharing 

 Visibility into applications and data assets  

 Improved information governance practices  

 Corporate-level buy-in and support for the cybersecurity and cyber-resilience programme 

 Board-level reporting on the organization’s cyber resilience  

 Training and certification for IT security staff  

 Training for end-users  

 Hiring skilled personnel  

 Engaging a managed security services provider  

 Increased funding  

 Regulatory enforcement 
Q16. In the past 12 months, how has the time to detect, contain and respond to a cyber-crime incident 
changed?   

 Time has increased significantly  

 Time has increased  

 Time has remained unchanged  

 Time has decreased  

 Time has decreased significantly  

Q17. What are the barriers to improving the detection, containment and response to a cyber-crime 

incident? Please check your top three choices. 

 Lack of Corporate-level buy-in and support for the cybersecurity function  

 Lack of board-level reporting on the organization’s state of cyber resilience  

 Lack of training and certification for IT security staff  

 Lack of training for end-users  

 Inability to hire and retain skilled personnel  

 Insufficient funding for the specific function 

18a. Please check one statement that best describes your organization’s cybersecurity incident response 

plan (CSIRP).  

 We have a CSIRP that is applied consistently across the entire enterprise  
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 We have a CSIRP, but is not applied consistently across the enterprise  

 Our CSIRP is informal or “ad hoc”  

 We don’t have a CSIRP  

Q18b. If you have a cyber-security incident response plan (CSIRP), how often is it reviewed and tested?    

 Each month 

 Each quarter  

 Twice per year  

 Once each year  

 No set time period for reviewing and updating the plan  

 We have not reviewed or updated since the plan was put in place  

Q18c. If you have a Disaster Recovery (DR) plan, how often is it reviewed and tested?    

 Each month 

 Each quarter  

 Twice per year  

 Once each year  

 No set time period for reviewing and updating the plan  

 We have not reviewed or updated since the plan was put in place  

Q18d. How do you rate your cyber-resiliency with regards to your Service level recoverability 

requirements to your customers in case of a disruption? Select one which closely represents this Bank.    

 Continuous availability 99.999 percent Zero planned outages 

 Nearly continuous 99.99 percent Up to four-hour planned outages (maintenance) 

 High availability 99.9 percent Up to four-hour planned outages (maintenance) 

 Moderate availability 99.5 percent 

Q18e. How do you rate your cyber-resiliency with regards to your Service level objective to your 

customers in case of a disruption? Select one which closely represents this Bank.   

 We want to return to service in less than five minutes (all events) 

 Local events return to service in less than five minutes; data centre return to service in less than 

two hours 

 All events to return to service in less than two hours  

 Local events: return to service in less than eight hours; data centre return to service in less than 

specified time frame (days to weeks) 



116  

  

Q18f. How do you rate your time to awareness with regards to occurrence of a cyber-security incident?  

 Outstanding 

 Good 

 Needs improvement 

 Inadequate 

Q18g. How do you rate your time to response with regards to occurrence of a cyber-security incident?  

 Outstanding 

 Good 

 Needs improvement 

 Inadequate 

Q19a. Does your organization participate in an initiative or program for sharing information with 

government and industry peers about data breaches and incident response?  

     Yes                       No      

Q19b. If your organization shares information about its data breach experience and incident response 
plans, what are the main reasons? Please select only three choices.  

 Improves the security posture of my organization  

 Improves the effectiveness of our incident response plan  

 Enhances the timeliness of incident response  

 Reduces the cost of detecting and preventing data breaches  

 Fosters collaboration among peers and industry groups  

 Legal requirements 

 Other (please specify)  

Q19c. If no, why does your organization not participate in a threat-sharing program? Please select only 

two choices.  

 Cost  

 Potential liability of sharing  

 Risk of the exposure of sensitive and confidential information  

 Anti-competitive concerns  

 Lack of resources  

 Lack of incentives  

 No perceived benefit to my organization  
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 Do not know about options to share intelligence  

 Other (please specify)  

Q20. If yes, which of the following security technologies have been the most effective in helping your 

organization become cyber resilient. Please select your top seven choices.  

 Web application firewalls (WAF)   Data tokenization technology 

 Incident response platform   Encryption for data in motion  

 Next generation firewalls   Encryption for data at rest 

 Security information & event management 

(SIEM)  
 Data loss prevention (DLP) 

 Cloud SIEM   Virtual private networks (VPN) 

 Anti-virus / anti-malware   Big data analytics for cybersecurity  

 Intrusion detection & prevention systems  
 Distributed Denial of Service (DDoS) 

solutions 

 Network traffic surveillance   Endpoint security solution 

 Identity management & authentication   Governance solutions (GRC) 

 Code review and debugging systems   User Behavioral Analytics (UBA) 

 Wireless security solutions   Other (please specify 

Strongly Agree and Agree response:  

Please express your opinion about each one of the following statements using the agreement scale.  

 
Strongly 

agree 
Agree 

Moderat

e 
Disagree 

Strongly 

Disagree 

Q21a. My organization’s leaders recognize that 

enterprise risks affect cyber resilience.  
     

Q21b. My organization’s leaders recognize that 

cyber resilience affects revenues.  
     

Q21c. My organization’s leaders recognize that 

cyber resilience affects brand and reputation.  
     

Q21d. In my organization, funding for IT 

security is sufficient to achieve a high level of 

cyber resilience  

     

Q21e. In my organization, staffing for IT 

security is sufficient to achieve a high level of 

cyber resilience  
     

Q21f. My organization’s leaders recognize that 

automation, machine learning, artificial 

intelligence and orchestration strengthens our 

cyber resilience. 

     

Q22. Who has overall responsibility for directing your organization’s efforts to ensure a high level of 

cyber resilience? Please check one choice only.  
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 Business continuity manager   Chief technology officer (CTO) 

 Business unit leader   Chief risk officer (CRO) 

 Chief executive officer (CEO)   Chief information security officer (CISO) 

 Chief information officer (CIO)   No one person has overall responsibility 

 Other (please specify)  

Q23a. What is the full-time equivalent (FTE) headcount of your IT security function today?   

 Less than 5   31 to 40 

 5 to 10   41 to 50 

 11 to 20   51 to 100 

 21 to 30   More than 100 

Q23b. What should the full-time equivalent (FTE) headcount be to achieve cyber resilience?   

 Less than 5   31 to 40 

 5 to 10  
 41 to 50 

 11 to 20   51 to 100 

 21 to 30   More than 100 

Q24. How long has your organization’s current CISO or security leader held their position?  

 Currently, we don’t have a CISO or cybersecurity leader  

 Less than 1 year  

 1 to 3 years  

 4 to 6 years  

 7 to 10 years  

 More than 10 years  

Q25. What best describes the maturity level of the bank’s cybersecurity program or activities?   

 Early stage – many cybersecurity program activities have not as yet been planned or deployed  

 Middle stage – cybersecurity program activities are planned and defined but only partially 

deployed  

 Late-middle stage – many cybersecurity program activities are deployed across the enterprise  

 Mature stage – Core cybersecurity program activities are deployed, maintained and/or refined 

across the enterprise  

Q26. Following are cybersecurity activities considered important by many organizations. Please rate 

each activity using the following scale: 

1 = implemented                                       2 = plan to implement in the next 12 months 
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3 = plan to implement in more than 12 months          4 = no plan to implement 

 

Alread

y 

Imple

mente

d 

1 

Planned 

within 

12 

months 

 

2 

Planned 

after over 

12 months 

 

3 

No plan to 

Implemen

t 

 

4 

Capture information about attackers (honey pot)      

Conduct surveillance and fraud prevention     

Control endpoints and mobile connections      

Control over insecure mobile devices including Bring Your 

Own Device (BYOD)  
    

Curtail end-user access to insecure Internet sites and web 

applications  
    

Curtail unauthorized access to sensitive or confidential data     

Curtail unauthorized access to mission-critical applications      

Curtail unauthorized sharing of sensitive or confidential 

data  
    

Curtail botnets and distributed denial of service attacks      

Effort to reduce footprint of sensitive or confidential data      

Enable adaptive perimeter controls      

Enable efficient backup and disaster recovery operations      

Enable efficient patch management      

Enable multifactor authentication      

Enable single sign-on      

Establish metrics or capability maturity model for 

management reporting  
    

Limit access to insecure networks (e.g., public WiFi)      

Limit the loss or theft of data-bearing devices (including 

IoT, detachable storage)  
    

Pinpoint and monitor anomalies in network traffic      

Pinpoint and monitor suspicious user behaviour (e.g., UBA)     

Prioritize threats, vulnerabilities and attacks      

Provide advance warning about threats and attackers      

Provide intelligence about the threat landscape      

Secure access to cloud-based applications and infrastructure      

Secure data stored in clouds      

Use of machine learning and artificial intelligence for 

cybersecurity  
    
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Q27. Following are cybersecurity governance practices considered important by many organizations. 

Please rate each activity using the following scale: 1 = implemented, 2 = plan to implement in the next 

12 months, 3 = plan to implement in more than 12 months, 4 = no plan to implement. 

 

Alread

y 

Imple

mente

d 

1 

Planned 

within 

12 

months 

 

2 

Planned 

after over 

12 months 

 

3 

No plan to 

Implemen

t 

 

4 

Hire and retain expert IT security personnel      

Provide clearly defined IT security policies      

Establish and test backup and disaster recovery plans      

Establish business continuity management function      

Establish and test incident response management plan      

Perform background checks of system users      

Conduct specialized training for IT security personnel      

Conduct training and awareness activities for the 

organization’s users  
    

Monitor business partners, vendors and other third parties      

Conduct Internal or external audits of security and IT 

compliance practices  
    

Segregate duties between IT and business functions      

Perform risk assessment to evaluate IT security posture      

Adhere to standardized security requirements (ISO, NIST, 

COBIT, others)  
    

Appoint a high-level security leader (CSO or CISO) with no 

more than 3 levels below the CEO and enterprise-wide 

responsibility  

    

Appoint a high-level leader (Chief Product Officer) 

accountable for information protection and privacy  
    

Establish a direct crisis communication channel to the CEO 

and board of directors  
    

Establish a security program charter approved by executive 

management  
    

Present to the CEO and board of directors on the state of 

cybersecurity  
    

Establish a process for reporting cyber-crime and data 

breach to appropriate authorities  
    

Purchase of cyber liability insurances      

Establish metrics to evaluate the efficiency and 

effectiveness of IT security operations  
    

Fosters collaboration among peers and industry groups      

Other (please specify in the spaces below, and provide 

rating)  
    
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…………………………………………………     

28 In this question, we want to understand what mostly drives the bank to invest in information (cyber) 

security.  Using the following 10-point scale, please rate the following items from 1 = low to 10 = high. 

 1 or 2 

3 

or 

4 

5 or 6 7 or 8 9 or 10 

28a. Protection of information and data      

28b. Prevention of system outages/business process 

functionality 
     

28c. Compliance with security requirements imposed by 

authorities 
     

28d. Safeguard for reputation/ brand image      

28e. Support for bank’s business goals      

28f. Compliance with security requirements imposed by 

clients 
     

28g. Enabler for digital transformation      

28h. Safeguard of humans      

28i. Increase of efficiency/cost reduction      

Q29. Approximately, what is the dollar range that best describes your organization’s current 

cybersecurity budget?  

 Up to USD 1,000  

 USD 1,001 to 5000 

 USD 5,001 to 10,000 

 USD 10,001 to 15,000 

 USD 15,001 to 20,000 

 More than USD 20,000 

Q30. Approximately, what percentage of the current cybersecurity budget will go to cyber resilience-

related activities?  

 < 2%   41% to 50%  

 2% to 5%   51% to 60%  

 6% to 10%   61% to 70% 

 11% to 20%   71% to 80% 

 21% to 30%   81% to 90% 

 31% to 40%   91 to 100% 

Q31. The following is a list of five areas of a cyber-security incident response plan (CSIRP). Out of 

100%, please apportion approximately how much resources (time, money) your bank uses when 

prioritising each area. 

Prevention  [            ]% 

Detection  [            ]% 

Containment  [            ]% 
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Remediation  [            ]% 

Post incident response  [            ]% 

TOTAL   100% 

Q32. Some banks and other organisations have been implementing digital transformation. What is the 

current state of your digital transformation, if any? 

 Completed   Going on now       Planned. Not yet started    Aware. Not Planned  Not aware 

Q33. What regulations are driving funding of your Bank’s IT security? (More than one choice allowed).  

 International laws by country 

 Kenya Banking Act 

 Cyber Regulations 2016/Computer Misuse and Cybercrime Act, 2018 

 Kenya Information Communication Regulations 

 Kenya Information Communication Act 

 EU General Data Protection Regulation (GDPR) 

 Sarbanes- Oxley 

 Other.  (Please specify)…………………………………………………….. 

Q34. What is the status of the bank’s cyber-risk insurance policy? 

 We do not have 

 We are procuring 

 We have limited cover 

 We have a comprehensive cover 

Q35. We have an active compliance department 

 Yes. Managed internally only 

 Yes. Outsourced only 

 Yes. Internally managed with outsourced expertise 

 We have no compliance department 

Q36. When serious cyber-crime incident happened, we: 

 Did not report to law enforcers 

 Reported some cases 

 Reported to law enforcers who acted no further 

 Reported to law enforcers, who contacted the bank but acted no further 

 Reported to law enforcers who followed it up to successful prosecution 

 Reported to law enforcers who followed it up but with no successful prosecution 
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Q37. In the past 12 months, which 2 of the following was the biggest cyber-crime impact experienced 

at the bank. Select only 2 most relevant. 

 System downtime 

 Money Lost 

 No effect 

 Inconvenience 

 Reputation Damage 

 Psychological 

Q38. The bank manages and conducts the following security tests in-house: (More than one choice 

allowed). 

    Vulnerability assessment  Security audit  Penetration Testing   Vulnerability assessment 

Q39. We conduct cybersecurity awareness training to our staff. 

   Yes, it’s compulsory             Yes, it’s optional               No, we don’t conduct. 

Q40. Some links in our website request for customer’s personal identifying information. 

      Yes                No                   We do not maintain a website 

Q41a. We have an internal incident communication procedure: 

      Yes                No                   Not sure 

Q41b. Our staff understand and practice incident communication procedure: 

      Yes                No                   Not sure 

Q41c. We have an internalised crisis communication plan in the event of a cyber-attack.  

      Yes                No                   Not sure 

Q42. How do you see your cyber resilience posture in the next one year?   

 Significantly improved 

 Somewhat improved 

 Remain the same 

 Somewhat worsen 

 Significantly worsen 

 

. 
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Table B-2: Frameworks, models and previous research instruments used in this research (Source: Author) 

Name of Framework, model or instrument Version Description 

NIST Performance Measurement Guide for Info Security V1.0 Provide metrics for verifying whether security controls are appropriately implemented 

CERT Resilience Management Model (CERT-RMM) 1.2 

(Feb, 

2016) 

CERT Resilience Management Model is a cyber-resilience framework developed by Carnegie Mellon 

University. It covers 27 categories/areas and metrics that need to be considered for a holistically resilient 

organisation. 

Cyber Resilience Review (CRR) - Method description and self-

assessment userguide 

Feb 

2016 

Homeland Security Cyber Resilience assessment guide based on Cyber Resilience Evaluation Method and 

the CERT® Resilience Management Model (CERT®-RMM), both developed at Carnegie Mellon 

University’s Software Engineering Institute. 

Ponemon Institute: The Cyber Resilient Organization 2015, 

2018 

Research instruments developed and used by Ponemon Institute to measure cyber-resilience in organisations 

in UK, Germany, Australia, UAE, USA. 

ISO/IEC 22301: Societal security–Business continuity 

management systems–Requirements 

2012 These generic fit-for-all standards specify requirements to plan, establish, implement, operate, monitor, 

review, maintain and continually improve a documented system to protect against disruptive incidents 

ISO/IEC 27001: Information technology -- Security techniques - 

Information security management systems -- Requirements 

2013 These generic fit-for-all standards specify the requirements for managing information security within the 

context of an organization. It also spells out requirements for assessment and treatment of information 

security risks 

ISO/IEC 27002: Information technology --Security techniques - 

Code of practice for information security controls 

2013 These generic fit-for-all standards specify guidelines for organizational information security standards and 

information security management practices including the selection, implementation and management of 

controls taking into consideration the organization's prevailing information security risk environment. 

ISO/IEC 27004: Information technology -- Security techniques -- 

Information security management -- Monitoring, measurement, 

analysis and evaluation 

2016 Provides guidelines to assist organizations to evaluate information security performance and the 

effectiveness of information security management systems in order to fulfil the requirements of ISO/IEC 

27001. 

COBIT for Information Security COBIT 

5 

Is a comprehensive risk management framework popularly used by organisations seeking global compliance. 

The Centre on Local Government Research Framework by 

Rutgers University. 

2019 Based on NIST  
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Appendix C – List of variables grouped by Construct  

Table C-1: List of variables grouped by Construct 

Construct Questions 

Agility 

q12bRating q12cRating q12dRating q12fRating 

q12gRating q12hRating  

q13aRating q14Rating q15aRating q15bRating 

q15cRating q15dRating q15eRating  

q15fRating q15gRating q15hRating q15iRating 

q15jRating  

q15kRating q15lRating q39Rating q51Rating 

Ample Resources  

q13fRating q31Rating q32Rating q36Rating q37Rating 

q56Rating 

Asset Classification & Risk 

Profiling 

q13hRating q35aRating q35bRating q35cRating 

q35dRating q35eRating q35fRating q35gRating  

q35hRating q35iRating q41Rating q45aRating 

q45bRating q45cRating q45dRating q45eRating 

q45fRating 

Governance, Leadership & 

Compliance 

q12iRating q12jRating q13gRating q17aRating 

q17bRating q17cRating q17dRating q17eRating 

q17fRating  

q25Rating q26aRating q26bRating q26cRating 

q26dRating q26eRating q26fRating q26gRating 

q26hRating  

q30aRating q30bRating q33Rating q40aRating 

q40bRating q40cRating q40dRating q40eRating 

q40fRating q40gRating q40hRating  

q42aRating q42bRating q42cRating q42dRating 

q42eRating q42fRating q42gRating q42hRating 

q42iRating q42jRating q42kRating q42lRating 

q42mRating q42nRating  

q42oRating q42pRating q42qRating q42rRating 

q42sRating q42tRating q42uRating q42vRating 

q42wRating q43Rating q44Rating  

q52Rating q53aRating q53bRating q53cRating 

q53dRating q53eRating q53fRating q53gRating 

q54aRating q54bRating q55aRating q55bRating 

Knowledgeable or Expert Staff 

q12jRating q13eRating q46aRating q46bRating 

q46cRating q46dRating q47Rating 

Planned Redundancies q13cRating q20Rating q21Rating q22Rating 

Preparedness 

q13bRating q16Rating q18Rating q19Rating 

q23Rating q24Rating  

q38aRating q38bRating q38cRating q38dRating 

q38eRating q48Rating q49Rating q50Rating 
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Strong Security Posture  

q1Rating q2Rating q3Rating q4aRating q4bRating 

q4cRating q4dRating q4eRating q4fRating q4gRating 

q5Rating q6Rating q7aRating q7bRating q7cRating 

q7dRating q7eRating q7fRating q7gRating q7gRating 

q7hRating q7iRating q8Rating q9Rating q10Rating 

q11Rating q13dRating q27aRating q27bRating 

q27cRating q27dRating q27eRating q27fRating 

q27gRating q27hRating q27iRating q28aRating 

q28bRating q28cRating q28dRating q28eRating 

q28fRating q28gRating q28hRating q28iRating 

q28jRating q28kRating q28lRating q28mRating 

q28nRating q28oRating q28pRating q28qRating 

q28rRating q28sRating q28tRating q28uRating 

q28vRating q34aRating q34bRating q34cRating 

q34dRating q34eRating q34fRating q34gRating 

q34hRating q34iRating q34jRating q34kRating 

q34lRating q34mRating q34nRating q34oRating 

q34pRating q34qRating q34rRating q34sRating 

q34tRating q34uRating q34vRating q34wRating 

q34xRating q34yRating q34zRating 

Perception to cyber-resilience 

q12aRating q12eRating q29aRating q29bRating 

q29cRating q29dRating q29eRating q29fRating 
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Table C-3: Cyber-resilience Mean scores per respondent per construct 

Respond

ent 

Construct Mean  Respond

ent 

Construct Mean 

BNK018 1. Preparedness 4.57  BNK010 1. Preparedness 4.07 

 2. Planned Redundancies 4.25   2. Planned Redundancies 3.5 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.29 

 4. Governance, 

Leadership & 

Compliance 

3.68   4. Governance, Leadership 

& Compliance 

3.7 

 5. Asset Classification & 

Risk Profiling 

4.24   5. Asset Classification & 

Risk Profiling 

3.94 

 6. Ample Resources 3   6. Ample Resources 2.5 

 7. Agility 2.82   7. Agility 2.41 

 8. Strong Security 

Posture 

2.87   8. Strong Security Posture 2.54 

 9. Perception to Cyber-

resilience 

5   9. Perception to Cyber-

resilience 

4.75 

BNK019 1. Preparedness 4.36  BNK012 1. Preparedness 3.71 

 2. Planned Redundancies 3.75   2. Planned Redundancies 3.75 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.43 

 4. Governance, 

Leadership & 

Compliance 

3.85   4. Governance, Leadership 

& Compliance 

3.74 

 5. Asset Classification & 

Risk Profiling 

4.12   5. Asset Classification & 

Risk Profiling 

4.12 

 6. Ample Resources 2.67   6. Ample Resources 2.83 

 7. Agility 2.59   7. Agility 3 

 8. Strong Security 

Posture 

2.82   8. Strong Security Posture 2.61 

 9. Perception to Cyber-

resilience 

4.5   9. Perception to Cyber-

resilience 

5 

BNK020 1. Preparedness 3.93  BNK013 1. Preparedness 4.07 

 2. Planned Redundancies 2.5   2. Planned Redundancies 3.75 
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Respond

ent 

Construct Mean  Respond

ent 

Construct Mean 

 3. Knowledgeable or 

Expert Staff 

3.71   3. Knowledgeable or Expert 

Staff 

4.43 

 4. Governance, 

Leadership & 

Compliance 

3.27   4. Governance, Leadership 

& Compliance 

3.73 

 5. Asset Classification & 

Risk Profiling 

3.65   5. Asset Classification & 

Risk Profiling 

4.12 

 6. Ample Resources 2.33   6. Ample Resources 2.67 

 7. Agility 3.09   7. Agility 2.86 

 8. Strong Security 

Posture 

2.68   8. Strong Security Posture 2.73 

 9. Perception to Cyber-

resilience 

4.25   9. Perception to Cyber-

resilience 

5 

BNK021 1. Preparedness 4.29  BNK016 1. Preparedness 3.79 

 2. Planned Redundancies 3.5   2. Planned Redundancies 3.25 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.43 

 4. Governance, 

Leadership & 

Compliance 

3.68   4. Governance, Leadership 

& Compliance 

3.79 

 5. Asset Classification & 

Risk Profiling 

4.12   5. Asset Classification & 

Risk Profiling 

4 

 6. Ample Resources 3   6. Ample Resources 2.67 

 7. Agility 2.64   7. Agility 2.68 

 8. Strong Security 

Posture 

2.65   8. Strong Security Posture 2.69 

 9. Perception to Cyber-

resilience 

4.75   9. Perception to Cyber-

resilience 

4.25 

BNK022 1. Preparedness 4.21  BNK002 1. Preparedness 4.07 

 2. Planned Redundancies 3.5   2. Planned Redundancies 3.5 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.29 

 4. Governance, 

Leadership & 

Compliance 

3.74   4. Governance, Leadership 

& Compliance 

3.7 

 5. Asset Classification & 

Risk Profiling 

4.12   5. Asset Classification & 

Risk Profiling 

3.94 

 6. Ample Resources 3   6. Ample Resources 2.5 
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Respond

ent 

Construct Mean  Respond

ent 

Construct Mean 

 7. Agility 2.86   7. Agility 2.5 

 8. Strong Security 

Posture 

2.82   8. Strong Security Posture 2.71 

 9. Perception to Cyber-

resilience 

5   9. Perception to Cyber-

resilience 

4.63 

BNK023 1. Preparedness 3.79  BNK003 1. Preparedness 4 

 2. Planned Redundancies 3.25   2. Planned Redundancies 3.25 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.43 

 4. Governance, 

Leadership & 

Compliance 

3.62   4. Governance, Leadership 

& Compliance 

3.71 

 5. Asset Classification & 

Risk Profiling 

4.06   5. Asset Classification & 

Risk Profiling 

4.12 

 6. Ample Resources 3   6. Ample Resources 2.67 

 7. Agility 2.68   7. Agility 2.95 

 8. Strong Security 

Posture 

2.65   8. Strong Security Posture 2.81 

 9. Perception to Cyber-

resilience 

4.75   9. Perception to Cyber-

resilience 

5 

BNK024 1. Preparedness 4.07  BNK005 1. Preparedness 4.14 

 2. Planned Redundancies 4.75   2. Planned Redundancies 3.25 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

3.86 

 4. Governance, 

Leadership & 

Compliance 

3.95   4. Governance, Leadership 

& Compliance 

3.67 

 5. Asset Classification & 

Risk Profiling 

4.29   5. Asset Classification & 

Risk Profiling 

3.88 

 6. Ample Resources 3   6. Ample Resources 2.33 

 7. Agility 2.82   7. Agility 2.41 

 8. Strong Security 

Posture 

2.95   8. Strong Security Posture 2.71 

 9. Perception to Cyber-

resilience 

5   9. Perception to Cyber-

resilience 

4.63 

BNK025 1. Preparedness 4.07  BNK007 1. Preparedness 3.79 

 2. Planned Redundancies 4   2. Planned Redundancies 3.75 



130  

  

Respond

ent 

Construct Mean  Respond

ent 

Construct Mean 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.29 

 4. Governance, 

Leadership & 

Compliance 

3.59   4. Governance, Leadership 

& Compliance 

3.82 

 5. Asset Classification & 

Risk Profiling 

4.12   5. Asset Classification & 

Risk Profiling 

4.12 

 6. Ample Resources 2.5   6. Ample Resources 2.33 

 7. Agility 2.59   7. Agility 2.68 

 8. Strong Security 

Posture 

2.65   8. Strong Security Posture 2.79 

 9. Perception to Cyber-

resilience 

4.5   9. Perception to Cyber-

resilience 

4.75 

BNK026 1. Preparedness 4.21  BNK034 1. Preparedness 3.93 

 2. Planned Redundancies 3.5   2. Planned Redundancies 3.25 

 3. Knowledgeable or 

Expert Staff 

4.29   3. Knowledgeable or Expert 

Staff 

4.43 

 4. Governance, 

Leadership & 

Compliance 

3.73   4. Governance, Leadership 

& Compliance 

3.67 

 5. Asset Classification & 

Risk Profiling 

3.94   5. Asset Classification & 

Risk Profiling 

4.12 

 6. Ample Resources 2.5   6. Ample Resources 2.33 

 7. Agility 2.68   7. Agility 2.68 

 8. Strong Security 

Posture 

2.79   8. Strong Security Posture 2.81 

 9. Perception to Cyber-

resilience 

4.63   9. Perception to Cyber-

resilience 

4.75 

BNK027 1. Preparedness 3.93  BNK035 1. Preparedness 4.14 

 2. Planned Redundancies 3.75   2. Planned Redundancies 3.5 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

3.86 

 4. Governance, 

Leadership & 

Compliance 

3.79   4. Governance, Leadership 

& Compliance 

3.65 

 5. Asset Classification & 

Risk Profiling 

4   5. Asset Classification & 

Risk Profiling 

4.12 

 6. Ample Resources 2.83   6. Ample Resources 2.33 

 7. Agility 2.95   7. Agility 2.5 
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Respond

ent 

Construct Mean  Respond

ent 

Construct Mean 

 8. Strong Security 

Posture 

2.7   8. Strong Security Posture 2.54 

 9. Perception to Cyber-

resilience 

5   9. Perception to Cyber-

resilience 

4.25 

BNK028 1. Preparedness 4.21  BNK037 1. Preparedness 4 

 2. Planned Redundancies 3.75   2. Planned Redundancies 4 

 3. Knowledgeable or 

Expert Staff 

4.29   3. Knowledgeable or Expert 

Staff 

4.43 

 4. Governance, 

Leadership & 

Compliance 

3.8   4. Governance, Leadership 

& Compliance 

3.8 

 5. Asset Classification & 

Risk Profiling 

3.59   5. Asset Classification & 

Risk Profiling 

4.12 

 6. Ample Resources 2.5   6. Ample Resources 2.83 

 7. Agility 2.73   7. Agility 2.86 

 8. Strong Security 

Posture 

2.71   8. Strong Security Posture 2.65 

 9. Perception to Cyber-

resilience 

4.75   9. Perception to Cyber-

resilience 

5 

BNK030 1. Preparedness 4.36  BNK039 1. Preparedness 4 

 2. Planned Redundancies 3.5   2. Planned Redundancies 3.5 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.29 

 4. Governance, 

Leadership & 

Compliance 

3.67   4. Governance, Leadership 

& Compliance 

3.82 

 5. Asset Classification & 

Risk Profiling 

4.12   5. Asset Classification & 

Risk Profiling 

4 

 6. Ample Resources 2.5   6. Ample Resources 2.5 

 7. Agility 2.73   7. Agility 2.68 

 8. Strong Security 

Posture 

2.76   8. Strong Security Posture 2.76 

 9. Perception to Cyber-

resilience 

5   9. Perception to Cyber-

resilience 

4.75 

BNK032 1. Preparedness 4.36  BNK040 1. Preparedness 4.29 

 2. Planned Redundancies 4   2. Planned Redundancies 3.5 

 3. Knowledgeable or 

Expert Staff 

4.43   3. Knowledgeable or Expert 

Staff 

4.43 
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Respond

ent 

Construct Mean  Respond

ent 

Construct Mean 

 4. Governance, 

Leadership & 

Compliance 

3.82   4. Governance, Leadership 

& Compliance 

3.86 

 5. Asset Classification & 

Risk Profiling 

4.12   5. Asset Classification & 

Risk Profiling 

4.18 

 6. Ample Resources 2.83   6. Ample Resources 3 

 7. Agility 2.91   7. Agility 2.73 

 8. Strong Security 

Posture 

2.64   8. Strong Security Posture 2.87 

 9. Perception to Cyber-

resilience 

5   9. Perception to Cyber-

resilience 

5 

 

 

  



133  

  

Appendix D  -Descriptive Statistics for each Response question  

Table D-1: Descriptive Statistics for each Response question 

 

  N Min Max M SD 

q1 What best describes the maturity level of the bank's cybersecurity 
program or activities? 

26 2 5 3.85 1.12 

q2 In the past 2 years, did the bank have a data breach involving the 
loss or theft of money or data records containing sensitive or 
confidential customer or business information? 

26 2 4 2.15 0.543 

q3 If yes, how frequently did these incidents occur during the past 2 
years? 

26 0 4 2.31 1.379 

q4a Card systems 26 3 4 3.54 0.508 

q4b Internet-based customer systems (e.g. internet banking) 26 3 4 3.31 0.471 

q4c Internal core banking system 26 3 3 3 0 

q4d Over-the-counter 26 3 4 3.08 0.272 

q4e Mobile money systems 26 3 4 3.81 0.402 

q4f Other systems (e.g. Cheque fraud, cash fraud) 26 3 4 3.65 0.485 

q4g Not Applicable. No money was lost 26 3 4 3.08 0.272 

q5 In the past 2 years, did the bank have a cybersecurity incident that 
resulted in a significant disruption to its IT and business processes? 

26 2 4 2.31 0.736 

q6 If yes, how frequently did these incidents occur during the past 2 
years? 

26 0 4 2.15 1.461 

q7a Human error 26 2 4 2.15 0.543 

q7b IT system failures 26 2 4 2.08 0.392 

q7c Data exfiltration 26 4 4 4 0 

q7d Natural or manmade disasters 26 4 4 4 0 

q7e Advanced Persistent Threats (APTs) 26 2 4 3.77 0.652 

q7f Third- party glitches 26 2 4 2.54 0.905 

q7g Ransomware 26 2 4 3.92 0.392 

q7g Web site defacing/web site attack 26 4 4 4 0 

q7h Malicious Physical damage to equipment or infrastructure 26 4 4 4 0 

q7i Compromises based on Man-in-the-middle (MITM) attacks 26 2 4 3.92 0.392 

q8 Did any of the threats experienced above leak to public or press? 26 2 4 3.62 0.804 

q9 In the past 12 months, how has the volume of cybersecurity 
incidents changed? 

26 1 5 2.92 1.093 

q10 In the past 12 months, how has the severity of security incidents 
changed? 

26 1 5 2.15 0.967 

q11 As a result of data breaches and cyber-crime incidents, how 
frequently do disruptions to business processes or IT services occur? 

26 2 5 3.73 0.667 
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  N Min Max M SD 

q12a The bank's cyber-resilience stature. 26 1 5 4.35 0.892 

q12b The bank’s ability to prevent a cyber-attack. 26 4 5 4.54 0.508 

q12c The bank’s ability to quickly detect a cyber-attack 26 4 5 4.5 0.51 

q12d The bank’s ability to contain a cyber-attack. 26 4 5 4.5 0.51 

q12e The bank’s ability to respond to a cyber-attack. 26 4 5 4.5 0.51 

q12f How valuable cyber-resilience is to the Bank. 26 4 5 4.65 0.485 

q12g The importance of having skilled cybersecurity professionals in 
your cybersecurity incident response plan (CSIRP). 

26 4 5 4.62 0.496 

q12h How difficult it is for the bank to hire and retain skilled IT security 
personnel 

26 1 5 2.65 1.719 

q12i  The bank’s ability to comply with the EU General Data Protection 
Regulation. 

26 4 5 4.62 0.496 

q12j  Cybersecurity awareness among staff 26 4 5 4.73 0.452 

q13a Agility 26 1 5 4.69 1.087 

q13b Preparedness 26 1 5 4.69 1.087 

q13c Planned redundancies 26 1 5 4.69 1.087 

q13d Strong security posture 26 1 5 4.69 1.087 

q13e Knowledgeable or expert staff 26 1 5 4.54 1.303 

q13f Ample resources 26 1 5 4.69 1.087 

q13g Governance, Leadership and Compliance 26 0 5 4.5 1.421 

q13h Asset Classification and Risk Management 26 1 5 4.69 1.087 

q14 In the past 12 months, how has your banks’s cyber resilience 
changed? 

26 4 5 4.5 0.51 

q15a Implementation of new technology, including cyber automation 
tools such as artificial intelligence and machine learning 

26 0 4 0.77 1.608 

q15b Elimination of silo and turf issues/non-knowledge sharing 26 0 4 1.85 2.034 

q15c Visibility into applications and data assets 26 0 4 2.92 1.809 

q15d Improved information governance practices 26 0 4 1.23 1.883 

q15e Corporate-level buy-in and support for the cybersecurity and 
cyber-resilience programme 

26 0 4 1.23 1.883 

q15f Board-level reporting on the organization’s cyber resilience 26 0 4 0.15 0.784 

q15g Training and certification for IT security staff 26 0 4 0.46 1.303 

q15h Training for end-users 26 0 4 2.31 2.015 

q15i Hiring skilled personnel 26 0 4 1.23 1.883 

q15j Engaging a managed security services provider 26 0 4 0.92 1.719 

q15k Increased funding 26 0 4 0.92 1.719 

q15l Regulatory enforcement 26 0 4 2.62 1.941 
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  N Min Max M SD 

q16 In the past 12 months, how has the time to detect, contain and 
respond to a cyber-crime incident changed? 

26 1 5 3 1.233 

q17a Lack of Corporate-level buy-in and support for the cybersecurity 
function 

26 3 3 3 0 

q17b Lack of board-level reporting on the organization’s state of cyber 
resilience 

26 3 3 3 0 

q17c Lack of training and certification for IT security staff 26 3 3 3 0 

q17d Lack of training for end-users 26 3 3 3 0 

q17e Inability to hire and retain skilled personnel 26 3 3 3 0 

q17f Insufficient funding for the specific function 26 3 3 3 0 

q18 Please check one statement that best describes your 
organization’s cybersecurity incident response plan (CSIRP). 

26 4 5 4.88 0.326 

q19 If you have a cyber-security incident response plan (CSIRP), how 
often is it reviewed and tested? 

26 2 4 3.85 0.543 

q20 If you have a Disaster Recovery (DR) plan, how often is it 
reviewed and tested? 

26 2 4 3.92 0.392 

q21 How do you rate your cyber-resiliency with regards to your Service 
level recoverability requirements to your customers in case of a 
disruption? Select one which closely represents this Bank. 

26 2 5 2.73 0.919 

q22 How do you rate your cyber-resiliency with regards to your Service 
level objective to your customers in case of a disruption? Select one 
which closely represents this Bank. 

26 2 5 3.08 0.628 

q23 How do you rate your time to awareness with regards to 
occurrence of a cyber-security incident? 

26 0 5 4.08 0.935 

q24 How do you rate your time to response with regards to occurrence 
of a cyber-security incident? 

26 4 5 4.27 0.452 

q25 Does this bank participate in an initiative or program for sharing 
information with government and industry peers about data breaches 
and incident response? 

26 2 5 4.88 0.588 

q26a Improves the security posture of my organization 26 3 3 3 0 

q26b Improves the effectiveness of our incident response plan 26 3 3 3 0 

q26c Enhances the timeliness of incident response 26 3 3 3 0 

q26d Reduces the cost of detecting and preventing data breaches 26 3 3 3 0 

q26e Fosters collaboration among peers and industry groups 26 3 3 3 0 

q26f Legal requirements 26 3 3 3 0 

q26g Not Applicable - We do not share. 26 3 3 3 0 

q26h Other (please specify) 26 3 3 3 0 

q27a Cost 26 3 3 3 0 

q27b Potential liability of sharing 26 3 3 3 0 

q27c Risk of the exposure of sensitive and confidential information 26 3 3 3 0 

q27d Anti-competitive concerns 26 3 3 3 0 
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  N Min Max M SD 

q27e Lack of resources 26 3 3 3 0 

q27f Lack of incentives 26 3 3 3 0 

q27g No perceived benefit to my organization 26 3 3 3 0 

q27h Do not know about options to share intelligence 26 3 3 3 0 

q27i Other (please specify) 26 3 3 3 0 

q28a Web application firewalls (WAF) 26 0 0 0 0 

q28b Incident response platform 26 0 0 0 0 

q28c Next generation firewalls 26 0 0 0 0 

q28d Security information & event management (SIEM) 26 0 0 0 0 

q28e Cloud SIEM 26 0 0 0 0 

q28f Anti-virus / anti-malware 26 0 0 0 0 

q28g Intrusion detection & prevention systems 26 0 0 0 0 

q28h Network traffic surveillance 26 0 0 0 0 

q28i Identity management & authentication 26 0 0 0 0 

q28j Code review & debugging systems 26 0 0 0 0 

q28k Wireless security solutions 26 0 0 0 0 

q28l Data tokenisation technology 26 0 0 0 0 

q28m Encryption for data in motion 26 0 0 0 0 

q28n Encryption for data at rest 26 0 0 0 0 

q28o Data loss prevention (DLP) 26 0 0 0 0 

q28p Virtual private networks (VPN) 26 0 0 0 0 

q28q Big data analytics for cybersecurity 26 0 0 0 0 

q28r Distributed Denial of Service (DDoS) solutions 26 0 0 0 0 

q28s Endpoint security solution 26 0 0 0 0 

q28t Governance, Risk Compliance (GRC) solutions 26 0 0 0 0 

q28u User Behavioral Analytics (UBA) 26 0 0 0 0 

q28v Other (please specify) 26 0 0 0 0 

q29a This bank’s leaders recognize that enterprise risks affect cyber 
resilience. 

26 5 5 5 0 

q29b This bank’s leaders recognize that cyber resilience affects 
revenues. 

26 4 5 4.96 0.196 

q29c This bank’s leaders recognize that cyber resilience affects brand 
and reputation. 

26 4 5 4.96 0.196 

q29d In this bank, funding for IT security is sufficient to achieve a high 
level of cyber resilience 

26 4 5 4.88 0.326 
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  N Min Max M SD 

q29e In this bank, staffing for IT security is sufficient to achieve a high 
level of cyber resilience 

26 4 5 4.69 0.471 

q29f  This bank’s leaders recognize that automation, machine learning, 
artificial intelligence and orchestration strengthens our cyber resilience. 

26 3 5 4.77 0.514 

q30a Who has overall responsibility for directing the bank’s efforts to 
ensure a high level of cyber resilience? Please check one choice only. 

26 4 5 4.35 0.485 

q30b Other (please specify) 26 0 0 0 0 

q31 What is the full-time equivalent (FTE) headcount of your IT security 
function today? 

26 0 0 0 0 

q32 What should the full-time equivalent (FTE) headcount be to 
achieve cyber resilience? 

26 0 0 0 0 

q33 How long has your organization’s current CISO or security leader 
held their position? 

26 3 5 4.46 0.905 

q34a Capture information about attackers (honey pot) 26 3 5 4.62 0.804 

q34b Conduct surveillance and fraud prevention 26 5 5 5 0 

q34c Control endpoints and mobile connections 26 5 5 5 0 

q34d Control over insecure mobile devices including Bring Your Own 
Device (BYOD) 

26 3 5 4.92 0.392 

q34e Curtail end-user access to insecure Internet sites and web 
applications 

26 5 5 5 0 

q34f Curtail unauthorized access to sensitive or confidential data 26 5 5 5 0 

q34g Curtail unauthorized access to mission-critical applications 26 5 5 5 0 

q34h Curtail unauthorized sharing of sensitive or confidential data 26 5 5 5 0 

q34i Curtail botnets and distributed denial of service attacks 26 3 5 4.69 0.736 

q34j Effort to reduce footprint of sensitive or confidential data 26 1 5 4.77 0.863 

q34k Enable adaptive perimeter controls 26 0 5 4.5 1.175 

q34l Enable efficient backup and disaster recovery operations 26 5 5 5 0 

q34m Enable efficient patch management 26 3 5 4.92 0.392 

q34n Enable multifactor authentication 26 1 5 4.54 1.174 

q34o Enable single sign-on 26 1 5 1.69 1.49 

q34p Establish metrics or capability maturity model for management 
reporting 

26 1 5 4.23 1.394 

q34q Limit access to insecure networks (e.g., public WiFi) 26 5 5 5 0 

q34r Limit the loss or theft of data-bearing devices (including IoT, 
detachable storage) 

26 3 5 4.69 0.736 

q34s Pinpoint and monitor anomalies in network traffic 26 3 5 4.92 0.392 

q34t Pinpoint and monitor suspicious user behaviour (e.g., UBA) 26 3 5 4.54 0.859 

q34u Prioritize threats, vulnerabilities and attacks 26 3 5 4.92 0.392 

q34v Provide advance warning about threats and attackers 26 3 5 4.69 0.736 
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  N Min Max M SD 

q34w Provide intelligence about the threat landscape 26 3 5 4.69 0.736 

q34x Secure access to cloud-based applications and infrastructure 26 1 5 2.54 1.816 

q34y Secure data stored in clouds 26 1 5 2 1.523 

q34z Use of machine learning and artificial intelligence for 
cybersecurity 

26 1 5 2.54 1.63 

q35a Protection of information and data 26 4 5 4.96 0.196 

q35b Prevention of system outages/business process functionality 26 4 5 4.96 0.196 

q35c Compliance with security requirements imposed by authorities 26 4 5 4.96 0.196 

q35d Safeguard for reputation/ brand image 26 4 5 4.96 0.196 

q35e Support for bank’s business goals 26 4 5 4.85 0.368 

q35f Compliance with security requirements imposed by clients 26 4 5 4.62 0.496 

q35g Enabler for digital transformation 26 4 5 4.92 0.272 

q35h Safeguard of humans 26 4 5 4.73 0.452 

q35i Increase of efficiency/cost reduction 26 3 5 4.88 0.431 

q36 Approximately, what is the dollar range that best describes the 
bank’s current cybersecurity budget? 

26 2 5 3.54 1.174 

q37 Approximately, what percentage of the current cybersecurity 
budget will go to cyber resilience-related activities? 

26 4 5 4.73 0.452 

q38a Prevention 26 4 5 4.85 0.368 

q38b Detection 26 3 5 4.69 0.549 

q38c Containment 26 2 5 3.92 1.093 

q38d Remediation 26 1 4 2.19 1.234 

q38e Post incident response 26 1 4 1.85 1.156 

q39 Some banks and other organisations have been implementing 
digital transformation. What is the current state of your digital 
transformation, if any? 

26 3 5 3.92 1.017 

q40a International laws by country 26 2 4 3.85 0.543 

q40b Kenya Banking Act 26 4 4 4 0 

q40c Cyber Regulations 2016/Computer Misuse and Cybercrime Act, 
2018 

26 4 4 4 0 

q40d Kenya Information Communication Regulations 26 2 4 3.92 0.392 

q40e Kenya Information Communication Act 26 2 4 3.85 0.543 

q40f EU General Data Protection Regulation (GDPR) 26 2 4 3.85 0.543 

q40g Sarbanes- Oxley 26 2 4 2.38 0.804 

q40h Other (please specify) 26 2 2 2 0 

q41 What is the status of the bank’s cyber-risk insurance policy? 26 2 5 2.27 0.778 

q42a Hire and retain expert IT security personnel 26 5 5 5 0 
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  N Min Max M SD 

q42b Provide clearly defined IT security policies 26 0 5 4.81 0.981 

q42c Establish and test backup and disaster recovery plans 26 5 5 5 0 

q42d Establish business continuity management function 26 5 5 5 0 

q42e Establish and test incident response management plan 26 5 5 5 0 

q42f Perform background checks of system users 26 1 5 2.69 2.015 

q42g Conduct specialized training for IT security personnel 26 3 5 4.92 0.392 

q42h Conduct training and awareness activities for the organization’s 
users 

26 5 5 5 0 

q42i Monitor business partners, vendors and other third parties 26 3 5 4.92 0.392 

q42j Conduct Internal or external audits of security and IT compliance 
practices 

26 5 5 5 0 

q42k Segregate duties between IT and business functions 26 5 5 5 0 

q42l Perform risk assessment to evaluate IT security posture 26 5 5 5 0 

q42m Adhere to standardized security requirements (ISO, NIST, 
COBIT, others) 

26 0 5 4.81 0.981 

q42n Appoint a high-level security leader (CSO or CISO) with no more 
than 3 levels below the CEO and enterprise-wide responsibility 

26 1 5 4.08 1.412 

q42o Appoint a high-level leader (Chief Product Officer) accountable 
for information protection and privacy 

26 1 5 1.92 1.623 

q42p Establish a direct crisis communication channel to the CEO and 
board of directors 

26 1 5 4.62 0.983 

q42q Establish a security program charter approved by executive 
management 

26 3 5 4.77 0.652 

q42r Present to the CEO and board of directors on the state of 
cybersecurity 

26 1 5 4.77 0.863 

q42s Establish a process for reporting cyber-crime and data breach to 
appropriate authorities 

26 0 5 4.73 1.041 

q42t Purchase of cyber liability insurances 26 1 5 3.54 1.449 

q42u Establish metrics to evaluate the efficiency and effectiveness of 
IT security operations 

26 3 5 4.54 0.859 

q42v Fosters collaboration among peers and industry groups 26 1 5 4.69 1.087 

q42w Other (please specify and provide rating) 26 0 0 0 0 

q43 We have an active compliance department 26 4 4 4 0 

q44 In the past 12 months, when serious cyber-crime incident 
happened, we: 

26 0 4 3.65 0.892 

q45a System downtime 26 3 3 3 0 

q45b Money Lost 26 3 3 3 0 

q45c No effect 26 3 3 3 0 

q45d Inconvenience 26 3 3 3 0 
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  N Min Max M SD 

q45e Reputation Damage 26 3 3 3 0 

q45f Psychological 26 3 3 3 0 

q46a Vulnerability assessment 26 4 4 4 0 

q46b Security audit 26 4 4 4 0 

q46c Penetration Testing 26 4 4 4 0 

q46d Vulnerability assessment 26 4 4 4 0 

q47 We conduct cybersecurity awareness training to our staff. 26 5 5 5 0 

q48 We have an internal incident communication procedure: 26 5 5 5 0 

q49 Our staff understand and practice incident communication 
procedure: 

26 5 5 5 0 

q50 We have an internalised crisis communication plan in the event of 
a cyber-attack. 

26 5 5 5 0 

q51 How do you see your cyber resilience posture in the next one 
year? 

26 4 5 4.92 0.272 

q52 What best describes your role or area of focus in the bank? 26 5 5 5 0 

q53a Managing budgets 26 0 4 3.85 0.784 

q53b Evaluating vendors 26 4 4 4 0 

q53c Setting priorities 26 4 4 4 0 

q53d Securing systems 26 4 4 4 0 

q53e Ensuring compliance 26 0 4 3.85 0.784 

q53f Ensuring system availability 26 0 4 3.85 0.784 

q53g None of the above 26 0 2 0.46 0.859 

q54a What best describes your position level within the bank? 26 3 3 3 0 

q54b Other (please specify) 26 3 3 3 0 

q55a What best describes your reporting channel or chain of 
command? 

26 3 3 3 0 

q55b Other (please specify) 26 3 3 3 0 

q56 What range best describes the full-time headcount of your national 
organization? 

26 3 3 3 0 

Valid N (listwise) 26         
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Appendix E – Map of Nairobi showing research locations.  

 

 

Figure E-1: Sites and location of research respondent banks in Nairobi Country. 

(Source: Google maps, 2019) 

 

  



142  

  

Table E-1: List of banks sampled by the random sampler for the research (Source: 

Kenya Bankers Association, 2019) 

List of sampled banks 

Original 

list No. Bank Name Peer Size 

Sample 

No. 

Research 

code No. 

    14 Diamond Trust Bank (K) Ltd Medium 13 1 

12 Credit Bank Ltd Small 11 2 

40 Postbank Small 33 3 

43 Standard Chartered Bank (K) Ltd Large 36 4 

31 KCB Bank Kenya Ltd Large 26 5 

46 UBA Kenya Bank Ltd Small 39 6 

41 Rafiki Microfinance Bank Small 34 7 

30 Jamii Bora Bank Ltd Small 25 8 

11 Co-operative Bank of Kenya Ltd Large 10 9 

33 Mayfair Bank Ltd Small 28 10 

3 Bank of India Medium 3 11 

32 Kenya Women Microfinance Bank Small 27 12 

1 African Banking Corp. Ltd Small 1 13 

36 National Bank of Kenya Ltd Medium 30 14 

24 Guardian Bank Ltd Small 22 15 

44 SBM Bank (Kenya) Ltd Small 37 16 

47 Victoria Commercial bank Ltd Small 40 17 

9 Commercial Bank of Africa Ltd Large 8 18 

20 Family Bank Ltd Medium 18 19 

27 HFC Ltd Medium 23 20 

37 NIC Bank Ltd Medium 31 21 

34 Middle East Bank (K) Ltd Small 29 22 

38 Paramount Universal Bank Ltd Small 32 23 

8 Citibank N.A. Medium 7 24 

23 First Community Bank Ltd Small 21 25 

17 Ecobank Limited Medium 15 26 

10 Consolidated Bank of Kenya Ltd Small 9 27 

18 Spire Bank Small 16 28 
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5 Barclays Bank of Kenya Ltd Large 5 29 

4 Bank of Baroda (K) Ltd Medium 4 30 

45 Transnational Bank Ltd Small 38 31 

42 Sidian Bank Small 35 32 

6 Stanbic Bank Ltd Medium 6 33 

21 Faulu Micro-Finance Bank Small 19 34 

13 Development Bank (K) Ltd Small 12 35 

22 Guaranty Trust Bank Medium 20 36 

16 Dubai Islamic Bank (Kenya) Ltd Small 14 37 

2 Bank of Africa Kenya Ltd Medium 2 38 

29 I & M Bank Ltd Medium 24 39 

19 Equity Bank Ltd Large 17 40 
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Appendix F – Research Permits.  

 

Figure F-1: Research Permit by National Commission for Science, Technology 

and Innovation 
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Figure F-2: Research Permit letter by National Commission for Science, 

Technology and Innovation 
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Figure F-3: Research Approval letter by Africa Nazarene University  
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Appendix G – Survey letters.  

 

Figure G-1: Letter to the banks requesting to participate in the research 
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Figure G2: How Survey link to Survey Monkey was distributed 
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Appendix H - Activity Plan for the Research project 

Table H-1: Activity Plan for the Research project 

 

 
 

Gannt Chart -Research Project Plan 2018/2019

PERIODS IN MONTHS
% Complete

Sep-18 Oct-18 Nov-18 Dec-18 Jan-19 Feb-19 Mar-19 Apr-19 May-19 Jun-19 Jul-19 Aug-19

1 2 3 4 5 6 7 8 9 10 11 12

Proposing of two titles/topics 
100%

Review and selection of one final  

title/topic of study
100%

Preparation of proposal document 100%

Research Proposal Defense 
100%

Revision of Proposal post-defense 100%

Approval of Proposal University 100%

Design Questionnaire 100%

Expert Review of Questionnaire 100%

Research permit application to NACOSTI 

+ other permits 100%

Seek endorsement/approval from 

Central Bank of Kenya 100%

System Design (SPSS) – knowledge 

acquisition
100%

Pilot test Questionnaire 100%

Validate instrument 100%

Produce and package instruments: 

Approval letters/NDAs/ Questionnaires 100%

Sampling and delivery of Questionnaire / 

Close Data collection

100%

Update of documentation
100%

Data cleansing and processing 100%

Research Progress presentation 100%

Data analysis 100%

Submission of Thesis 0%

Thesis Defence 0%

Post-defence corrections
0%

ACTIVITY
PERCENT 

COMPLETE


